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Lecture 1

1 Introduction

1.1 Independence

Example. In Euclidean geometry, Euclid lays out five postulates, and in par-
ticular he lays out the fifth postulate:

(v) Parallel postulate: For any given line, and any given point not on that
line, there is exactly one line through the given point which does not meet
the given line.

People kind of hated this axiom, it was significantly more complicated than the
other axioms, so people wanted to prove it using the other axioms. However, in
the 19th Century Gauss, Lobachevsky, and others proved that one can consis-
tently have axioms (i)-(iv), and not (v).

So (v) is independent of (i)-(iv).

Example. Let ¢ := 3z (22 = 2). We have that Q is a field satisfying -, but
that Q[v/2] is a field satisfying . So ¢ is independent of the field axioms.

Example. The number of roots of z* = 2, in Q the are no roots to this. In R
there are two roots to this, and in C there are 4 roots to this.

However, set theory was set up to encapsulate all mathematics. So perhaps set
theory is immune to this type of problem, and everything can either be proved
or disproved.

Godel’s incompleteness theorems showed that set theory is not immune to this
type of problem, and the consistency of ZFC is independent of ZFC (assuming
that ZFC is in fact consistent).

1.2 Continuum problem

Now cast your mind back to Cantor, and recall

Theorem (Cantor).
IN| < P(N).

Then we have a natural question, is there a set X such that |N| < | X| < |P(N)|?
The Continuum hypothesis is the claim that if X C P(N) is infinite, then
|X| = |N| or | X| = |P(N)|. That is to say, 2% = R;. This question inspired a
lot of maths, with some key results being:

Theorem (Cantor, 1883). Any closed subset of R satisfies CH.



Theorem (Alexandrov/Hausdorff, 1916). Any Borel set of R satisfies CH.
Theorem (Suslin, 1930). Any anaylytic subset of R satisfies CH.
Theorem (Godel, 1938). Con(ZF) = Con(ZFC + CH).

Theorem (Cohen, 1963). Con(ZF) = Con(ZFC + —CH).

1.3 Systems of Set Theory
The language of set theory, £ := L, consists of:
e First-order predicate logic

e Two binary symbols: € and =.

Set variables: vq,...,vp,. ..

Logical connectives: V, —.

Brackets: (, and ).

Existential quantifier: 3
Remark. A, —, and V can be defined in terms of V, =, and 3.
Definition 1.1 (Free variable/Bound variable). A variable is bound in ¢ if it

is the occurrence of an x which is in a quantifier, or if it is within the scope of
such a quantifier.

Otherwise, we say a variable is free, or occurs freely. We write Fr(yp) to
denote the set of free variable in .

Remark. e We write ¢(ug,...,u,) to emphasise the dependence of ¢ on
ULy -y Up.
e We allow ourselves to freely chage variables, i.e. ¢(vg,...,v,) denotes the

same formula with different variables.
e We assume the substituted variables are free.

e However, writing ¢(ug, - . ., up) will not imply that u occurs freely, or even
occurs at all.

1.4 Theories

The theories we consider are



e ZF consisting of the axioms: Extension, Pairing, Unions, Empty set, Foun-
dation, Separation, Replacement, Power set, and Infinity.

e ZFC is ZF with the Axiom of Choice.

e ZF™ is ZF without the power set axiom. (When we say ZF without the
power set axiom, we have to change replacement to the axiom scheme of
collection, since otherwise we can prove the power set axiom).

e ZFC™ is ZF~ + Well-ordering principle.

Z is ZF \ Replacement.
Remark. Our main background theory will be ZF.

2 Classes

Definition (Definable class/Proper Class). A class X is definable over M if
there exists a formula ¢, and sets aq,...,a, € M such that

VzeM (z€ X & p(z,a1,...,a7)).

A class X is proper (over M) if X ¢ M.

We will assume that all classes are definable.

Example
e —V={x:z=12a}
- R={z:z¢zx}

— Ord

are all definable proper classes
e Any set is a class.

e Classes are heavily dependent on the model. If M = Z then Ord = M =
Z.

2.1 Adding defined functions

The objects 0, L, C, N all do not exist in our language.

Definition (defined n-ary predicate/defined n-ary function symbol). Assume
that £ C £/, and T is a set of sentences of L. Then

e pis a defined n-ary predicate symbol over T if there is a formula ¢ in
L such that

TEVzy,...ozn (p(T1,. .20 < (21, .., 20))).



Lecture 2

e f is a defined n-ary function symbol over T if there exists a formula
@ in L such that for any x1,...,2,,

p(1‘1,.--,l‘n) =Y
it TEo(xy,...,2n,y) or TEV2y, ... 2,3y, o(x1,. .., Tn,Y).

Definition (Extension by definitions). A set of sentences T” of call’ is an
extension by definitions of T over £ iff T/ = T'U S when

S={ps|seL\L}

and each ¢ is a definition of s in the language £ over T
Proposition 2.1. The following are defined over ZF: 0, 1, C, N, P, U.

Theorem. Suppose L C L', and T is a set of sentences of L, and T’ is an
extension by definitions of T' over L. Then we have

(1) Conservatiwity: If ¢ is a sentence of L. Then T+ @ iff T' F .

(2) Abbreviations: If ¢ is a formula of L', then there exists a formula ¢ of L,
with
Fr(p) = Fr(¢),
and T E Yz (p < ).
Example. The intersection of two sets, a N'b, can be defined as the set ¢ such

that
Ve(zr€crzeanz €d)

This only makes sense if there is a unique c satisfying this.
For example, let
M ={a,c,d,{a},{a,b},{a,b,c},{a,b,d}}.
Both {a} and {a,b} satisfy o(c).
Assume that there is a countable transitive model of ZFC, M. Then |[R N M]| is

countable, so v € R\ M. So v is a proper class over M, but v is not definable
over M (if it were, then replacement would but it in M).

Remark. e If it’s not definable, then we “can’t talk about it” in L¢.



e So the only proper classes that affect our theory are the definables ones,
Ord, V, etc.

e We can use formulae of the form:
AC(CisaclassA\Vz(z e C—...)).

This is an abbreviation for “There is a formula 6 such that Vz, (60(z) —
)

Suppose M is a model of ZF. Let D be the collection of definable classes over
M. Then D is a set in V, and (M, D) is a model of a second-order version of
ZF, which is known as Godel-Bernays Set theory.

3 Absoluteness

Observe that definitions often appear to give the same set, regardless of which
model of ZFC we are working in.

Examples. 1. {x : z # z} gives the empty set.
2. {z : x =aVx = Db} gives the pair set.
However, other definitons do not give the same set, for example P(N) is not the

same in the countable transitive model as it is in a more “normal” model.

Therefe, to discuss which definitions are definite, we need to define what it
means for ¢ to hold in a structure.

3.1 Relativisation

Definition 3.1 (Bounded Quantifier). Vo € a(...) is an abbreviation for
Ve(x €a—...).

Jdx € a, ¢(x) is an abbreviation for 3z (z € a A p(x)).

Definition 3.2 (Relativisation). Let W be a class, then we define " by
recursion as



Proposition 3.3.

(e Ap)Y =" Ay
(=) =" =y
Ve, o(x))V = Vo € W (x).

Proof. Exercise. O

Proposition 3.4. Suppose M C N and M is a definable class over N, then
the relation M & @ if first-order expressible in N

Proof. Suppose M C N, M is definable by 6 (so Vz € N, 0(z) & 2z € M).

Then we claim that (N, €) F oM iff (M, €)F . NE(zcyyMif NExcy
(and z,y € M) iff 0(x), 0(y), (z,y) € (€ NM?) i.e. MEz € y.

Suppose the claim holds for ¢ and ¥, then

NE (pVv)Miff NE M vypM
iff NE M or NE oM
iff M E M or M E M

Also have that N F (3zp(2))M iff N E 3z (z € M A oM (x)) iff there is some
x € N such that N F 2 € M and N E oM () iff there is some x € A such that
O(x) ANME p(x). So M E Jzp(x). O

Definition 3.5 (Upwards/Downwards absolute, absolute). Suppose that M C
N are classes, and ¢(uq, ..., u,) isa formula, then

e ¢ is upwards absolute for M, N iff

Vzi,...,Ve, € MM (x1,...,z,) —>g0N(a:1,...,xn))

e ¢ is downwards absolute for M, N iff

VIi,...,Tn GM(QDN(:L’l,...,xn) %goM(:rl,...,:cn))

e ¢ is absolute if it is both upwards and downwards absolute.

Examples. e If =V, ust say ¢ is absolute for M



e If I is a set of formulae, then I is absolute for M, N iff ¢ is absolute for
M, N.

Example. e If M C N both satisfy extensionality, then () is absolute via
the formula Vo € a(zr # ).
e P(2) is not absolute between 4 and V. In 4 it will not have {0, 1,2, 3} for

example.

Example. ¢ <> 9 does not imply ¢ < M. For example, let ¢(v) = Va(x ¢
v) in ZF this defines (). Now the following expresses 0 € z:

Y(2) = 3ylp(y) Ay € 2)

0(z) =Vy(e(y)) =y € 2
Note that 3y p(y), then these are equivalent. However a = 0, b = {0}, ¢ =
{{{0}}}, then let M = {a,b,c}. Then ¢ (a) holds, so M (b), but ©™ (c) also
holds, so M (b) fails.

The common theme amongst our counterexamples so far has been the lack of
transitivity.

Definition 3.6 (Transitive Class). Given classes M C N, M is transitive in
N if
Ve,y(z,y e NNz e MANy€x —yeM).

4 The Levy Hierarchy

Definition 4.1 (Ag). The class Aq of formulae is the smallest class I’ which is
closed under the following:

e Closure under atomic formulae:
Vi, J(Uz e ’Uj) € F,

and

e Closure under propositional connectives, i.e. if p,9 € I, then p V¢ € T,
—pel.

e Closure under bounded quantifiers, i.e. for all 4, j,

pel = (Yv; evjp)el’, v, cvj.pel.



Example.
v € vy VYo € vg(vg = v5) = Ty € vi(v; = va) € T (even though it’s

meaningless nonsense)

Then for the rest of the Levy Hierarchy, we proceed by induction to define:

Definition 4.2 (Levy Hierarchy). We set 3¢ = IIp = Ag.
o If pis II,,_1, then Juv;p is .
o If v is X,,_1, then Yv;p is 11,.

Example. Yv;3vaVus(vy = v7) is 3. But Yoy (v = v2) Avg € vy, or Yoy (vy =
vy A Jus(vs € vy4)) are not in II,, or X, for any n.

Definition 4.3 (The Levy Hierarchy for a theory). Given a L-theory T, we
let X7 be the class of formulae T' such that for any ¢ € T, there exists ¢ € ¥,
such that 7 ¢ < 1. II7 is defined the same way.

Finally, we say that a formula is Al if there is a ¢ in ¥, and a § € II,
such that 7 F ¢ <> ¥ A p < 0.

Lecture 3 Warning:

o Jz1VrodzsVy(y € v — v # v) is Xy as written, but it is clearly logically
equivalent to Yy € v(v # v) which is .

e In Z, it can be the case that you have ¢ being ¥4 but Vx € a. ¢ is not X%,
e A, only ever makes sense in the context of a theory 7T for n > 0.

e We only work in classical logic in this course, but in intuitionistic logic,
these classes are very badly behaved, since you can have ¢ being %7
but —¢ not being I17, and in fact these classes will not cover the whole
universe.

Lemma 4.4.

o If p and ¢ are in X2F then so are vy, oAb, o V1, as well as Fv; € V50,
and Yv; € v;p.

o If ¢ is in X2F ) then —p is in TIZF.

e For every ¢ there exists n such that ¢ is in L2°.

10



o If ¢ is in 227 and m > n then ¢ is in B4

Proof. Example sheet 1. O

4.1 Absoluteness of A

Theorem 4.5. Suppose that M is transitive in N and p(u) is a Ag formula,
then for any a € M,
M E p(a) iff N E p(a).

Proof. By induction on the class A.

e Atomic formulas, propositional connectives are immediate, so we only care
about bounded quantifiers (and the only hard one is existential, since the
universal quantifier is also immediate).

e Suffices to consider Jx € a. p where ¢ is absolute between M and N.

= If M FE Jdz € a. p, then by definition
ME Jz(z € a A p(x)).

Fix b € M such that M E b € a A ¢(b). Then a,b € N. So
NEbeanpb). Le. N E 3z € a.po(x).

< Suppose N E 3z € a. p(x), where a € M. Then fix b € N such that
NEbeane).

Since M is transitive in N, b € M. Therefore M E b € a A p(b), and
so M E 3z € a. p(x), as required.

O

Proposition 4.6. The following are AEF and therefore absolute between tran-
sitive models:

1. z Cy.
2. a={z,y}.
3. a=(z,y).
4. a=1x Xy.
5. a = Ub.

11



Tc(a), the transitive closure of a.
z = 0.

r 18 a relation.

L RS

7 is a function.

10. r is a relation with domain a and range b.
11. r’a, where r’a :={y : Iz € a.(x,y) € r}.
12. r | a.

Proof. 1 think this is laid out well in Jech. O

Remark. cf(a), “a is a cardinal”, wy and y = P(x) are not absolute.

Lemma 4.7. “a is finite” is A4F.

Proof. Example sheet 1. O

Proposition 4.8. Suppose M C N, then
e Y1 formulae are upwards absolute.

o II; formulae are downwards absolute.

Proof. Easy, think about what “¥” and “3” mean.

Corollary 4.9. A%F formulae are absolute between transitive models.

Proof. A A%F statement is 1147, so downwards absolute, and ¥4F, so upwards
absolute. O

Lemma 4.10 (ZF). The statement “a is an ordinal” is absolute.

Proof. Exercise. « is an ordinal if it is a transitive set of transitive sets. The
latter can be written as

VoeaVyefB (yea)A\VBeaVyef Voev(dep).

12



That wasn’t much of an exercise. O

Lemma 4.11. The statement “r is a strict total ordering of a” is Ag.

Proof. We need to state
e 7 is transitive on a.
e 7 satisfies trichotomy (on a).
e 7 is irreflexive (on a).

These all use bounded quantifiers. O

Corollary 4.12. The statement “x is a transitive set, totally ordered by €” is
Ag.

Lemma 4.13 (ZF). The statement “r is a well ordering on a” is A%F.

Proof. e II;: We can say: r is a relation on a and,

VX(FzeX)(z=2)AXCa) > Iz XVye X (y,2)¢r.

e For ¥;, we first need the following claim: a relation is well-founded iff
there exists a function

fra—0rd st. (y,z) er= f(y) < f(z).

Suppose [ is well-founded, then define f : « — Ord by f(z) = sup{f(y) +
1: (y,xz) €r}.

e For the other direction, take X C a non-empty, and look at f”X C Ord.
This has a minimal element, which we’ll call @. Then for any z € X, if
f(z) = a, then

Vye X. f(y) = a.

So by definition (y, z) ¢ r. (Not claiming that z is unique.)

Then to show X1, note we have

3f(f is a function AVu € ran(f)(a € Ord)AVz,y € a((y, z) € r — f(y) inf(z))).

O

13



Proposition 4.14. The following are A5".
e x is a limit ordinal.
e 1 is a successor ordinal.
e x is a finite ordinal.
° w.

0,1,2,...,37,....

Proposition 4.15. The following are 1147 and hence downwards absolute:
e k is a cardinal.
e K s reqular.
e x is a limit cardinal.

e k is a strong limit cardinal.

5 Relativizing Axioms

Lemma 5.1 (ZF). Suppose W is a transitive class, and W # (. Then we have
(Extensionality)V , (Empty set)V, (Foundation)" .

Proof.
¢ Extensionality says that
Ve(Vy(Vz(z €z > 2z €y) =z =y)).
Then we want to relativise this to W, so we get:
VeeWNye WiVzeW(kzeax o zey)V — (x=y)")).

Then we note that the two formulae in the bracket are absolute, so they
hold in W if and only if they actually hold. Then since W is transitive, if
z,y € W, then also z,y C W. Suppose = # y, then by extensionality in
the universe, we can fix some z € z, z ¢ y. But then z € W, so we have
Jz € W(z € z A z ¢ y) which contradicts our assumption.

14



e Foundation is a very similar argument, write it all out, then use foundation
in the background universe to show that foundation holds in the inner
model.

e For empty set, it is even easier. We first fix z € W such that x "W = ()
using the fact that W is non-empty, and that foundation holds in V. Since
W is transitive,  C W. Therefore z = ) € W. Moreover (z = 0) is Ay,
S0 it is absolute between transitive models.

Lecture 4

Lemma 5.2.

o Suppose W is a transitive class, then if
Vr,y e W, {z,y} e W

then (Pairing)V holds.
e If for any x € W, Uz € W, then (Union)"V holds.
o Ifwe W, then (Infinity)" holds.

o If for every ¢, with Fr(¢) C {x,a,v1,...,v,}, we have thatVa, x4, ...x, €
W({z € a|lW (z,a,v1,...,2,)} € W), then separation must hold in W.

e If for every formula ¢ with Fr(p) C {z,2,a,v1,...,v,}, we have that for
any a,vi,...,v, € W. If

Ve € ay € WV (2,9,a,v1,...,0,).
we have that
I e W ({y|3z € a. oW (x,y,a,v1,...,0,)} Q)

then replacement holds in W.

e IfYae W, 3b€ W such that (P(a) "W =b), then (Power Set)"V holds.

Corollary 5.3. If W is a transitive class satisfying the conditions of the pre-
vious lemma, then (ZF)W i.e. W is a model of ZF.

6 Transfinite Recursion

15



Definition 6.1 (Set-like relation). A relation R is set-like on a class A iff
Ve € A.{y € A|yRx} is a set.

Example.
o c is set-like.

e Any relation on a set will be set-like.

Definition 6.2 (Absolute class). Let A be a class and fix ¢ such that A =
{z|p(z)}. Then AW = {z|¢o" (z)}. We will say that A is absolute if A" =
ANW.

Definition 6.3 (Absolute class-relation). View a class relation R C V x V as
a collection of ordered pairs {(z,y)|¢(z,y)}. Then RY = {(x,y)| " (z,y)}.
Say R is absolute for W iff RV = RN (W x W).

Observe that if R is a function, we can only refer to the function R"W if we first
check (Vz3ly. ¢ (x,y))"W. If we relativise a function, we will assume that we have
already checked this. In this case R : W — W and R is an absolute function
for W iff RV = R | W.

Theorem 6.4 (Transfinite Recursion). Let R be a relation which is well-founded
and set-like on a class A, and let

F:AxV >V

be a function. Given x € A, let pred(A,x, R) = {y € A|yRx}. Then there is a
unique function G : A — V such that

Vo € A.G(z) = F(z,G | pred(4, z, R)).

Theorem 6.5 (Absoluteness of transfinite recursion). Let R be a relation which
is well-founded and set-like on a class A. Let F : AXV — V be a class function
and let G : A — V be the unique function given by transfinite recursion. Let W
be a transitive model of ZF, and suppose that

1. A and F are absolute between W and the universe V.

2. R is also absolute for W (R is set-like on A)W .

16



3. Vo € W, pred(A,z, R) C W.
Then G is absolute for W.

Proof. By absoluteness, we have that A" = ANW, and R = RN (W x W).
Therefore every non-empty subset of A" has an R" minimal element, so
(R is well-founded on A)Y.

So apply transfinite recurison in W to define a (unique) function
G . AV W
such that
ve e AW .GV (z) = FW (2, GV | pred"” (AW, z, RY)).

To prove G is absolute, it suffices to show GV = G | AW. We prove this by
transfinite induction in W. Suppose that for all yRz, G (y) = G(y), then we
can write

GY(x) = FW(z,G" | pred” (AY z, R))
= F(z,G | pred(A, z, R))

Corollary 6.6. The following are absolute for transitive models of ZFC:
e rank(x).
e Tc(x).

e Ordinal arithmetic operations, + and -, since these are both defined via
transfinite recursion.

7 The Reflection Thoerem

Recall the Tarski-Vaught test from model theory, which says:

Theorem (Tarski-Vaught Test). Let M C N as structures, with universes
M,N. Then TFAE:

(i) M XN (M is an elementary substructure of N).

17



(i) For any formula o(v,w) and a € M, if there exists b € N such that
N E o(b,a),

then there exists ¢ € M such that N E ¢(c,a).

Proof. In Model Theory. O

Definition 7.1 (Subformula closed). A finite list of formulae

P=P1,--,Pn

is said to be subformula closed if every subformula of a formula is on the list.

Example. ¢; = Jz.9; and ¢; = ¥ A3, then 11,12,13 also appear on the
list.

Lemma 7.2. Let ¢ = ¢1,...,0, be a subformula closed list, and W C Z are
two non-empty classes, then TFAE:

(i) @ are absolute for W, Z

(i) Whenever ; is of the form 3x.p;(x,§) where the free variables of ¢; are
contained in {x,y}, then

Vye W3z € Z.pj(x,§) — Jz € W.p;(z,7)).

Proof.
(i) = (ii) Suppose ¢; = Jz.p;(z,7), fix § € W. Then pZ(j) = Iz € Z. o7 (z,7).
IS/I(;;f}/VEIéZ)Z gij(z,gj), then, by absoluteness, !V () holds, i.e. 3z €
Now, W C Z, and absoluteness of ¢ means that 3z € W. p;(z, 7).
(ii) = (i) We will prove this by induction on the length of ;.

e Base case is when ¢; is atomic or of the form ¢; V ¢y, or ¢; = —p;
are immediate.

18



Lecture 5

e Suppose ¢; = Jxp;(x,7), and fix § € W. Then
¢l () & 3z € Z.¢7 (2,9)
S dreW. gojz(amy) (= assumption, <, W C Z)
= o' ()

Theorem 7.3 (Reflection Theorem). Let W be a non-empty class, and suppose
there is a class function Fy such that for any o € Ord, Fy (o) = W, € V.
Assume that

(i) If a < B, then W, C Wps.
(i) If X is a limit ordinal, then Wy = Ugp<AW,
(m) W = UanrdWa

Then for any finite collection of formulae ¢ = @1,...,0,. ZF F Ya3pg >
a(B is a limit ordinal A @ are absolute for Wg, W).

Proof. Let ¢ be a finite list of formulae, then WLOG, we can assume ¢ is sub-
formula closed and there are no universal quantifications (i.e. we always phrase
Ve. 1 as 3z, ).

Then if ¢; = 3z. ¢;(x,y) where 7 is a tuple of length k;, we define
F;: Wh — Ord
by

. 4 W —
Fi(g) = 0 if -Jz € W (2,9)
1 when 7 is the least ordinal such that dx € W, <p}’V (z,7)

Write G;(8) = sup{F;(9) | § € WS}. We have the following;
e If ©; is not of the above form, then G;(§) = 0 for all 4.
o Finally, let k() = max{0 + 1, G1(0). ..., Gn(d)}.

Note that F; work in an analogous way to Skolem functions, and that F; is a
well-defined function and, by replacement, since Wy is a set, F;” Wf teV. G
is monotone, so if § < ¢’, then G;(d) < G;(¢’). Then we claim that

VYa3B8 > a (B is a limit ordinal A VS < 8, Vi < n. G;(8) < B).

19



To prove this, set \g = a and A\y1 = K(A¢). Then = sup,c, A¢. If 6 < 5,
then § < A for some ¢, so G;(§) < Gi(At) < K(\t) = Apy1 < S

To complete the theorem, suppose ¢; = Jz.¢;(z,7). Now fix § € W3z, Now
suppose that dz € W(p}’v(x,y), since 8 is a limit, § € W, for some v < S.
Thus 0 < F;(7) < G;(v) < B, so by construction 3z € Wjs. ¢;(x,7), hence @ is
absolute for Wg, W. O

Corollary 7.4 (Montague-Lévy Reflection). For any finite list of formulae @:

ZF - Yo3p > a(@ are absolute for Vg)

Warning: Reflection is a theorem scheme, so for any choice of ¢, ..., ¢,, it is
a theorem of ZF that ¢1,..., ¢, are absolute for some V3. We do not and can
not have ZF F V@Va3p > a. (¢ is absolute for Wg, W.).

Also, @ is absolute for Wg, W does not imply that ()"e, i.e. it doesn’t mean
that they actually hold.

Remark 7.5. If ¢ is any finite list of axioms of ZF then there are arbitrarily
large 8 such that ¢ holds in V3. But, if 8 is a limit cardinal, then Vg F
Z(+Choice), so we can restrict ¢ to instances of replacement.

Corollary 7.6 (ZF). Let T D ZF be a set of azioms in Le, and p1,...,0, a
finite list of axioms from T . Then

n

T EVYa3s > a. (/\ %)X

=1

Corollary 7.7 (ZFC). Let W be a class, @ a finite list of formulae in Lc. Then

ZFC Vo C W( Trans(z) — Jy.(x C y A Trans(y)
A @ are absolute for y, W A |y| < max{w, |z|}))

Taking vt =w, W =V.
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Lecture 6

Corollary 7.8. Let T be any set of sentences in Le such that T = ZFC, and
let p1,...,0n € T. Then

T E Jy. (Trans(y)/\ lyl = w A </"\> ) .

p=ll

Corollary 7.9. Let T be any consistent set of sentences in Le such that T = ZF.
Then T is not finitely axiomatizable. That is, for any finite set of sentences T’
in Le such that T F T there exists a sentence ¢ such that T' = ¢ but I' ¥ . This
is only true for first-order theories, e.g. Godel-Bernays set theory (second-order
set theory) is finitely aziomatizable.

Proof. Let p1,...,p, be a set of sentences such that
n
i=1

Suppose for a contradiction that from ¢q,...,¥,, one can prove every axiom
of 7. Then by reflection 7 F V.38 > a. ((/\?:1 0)"? (A, <pi)). Fix

Bo to be the least ordinal such that A}, 4,02-/5“. Then all axioms of 7 hold in
Vg,. (I.e. Vg, ET). Since T extends ZF, basic absoluteness results hold. So if

o € Vg, then VOZV/j — Vo A Vg, =V,. SO V, is absolute for Vjg,. Since T proves
Ja A, @) Since Vj, satisfies every axiom of T, this must be true in Vj,. So
Ja < Bo. NI, ). Contradicting the minimality of Go. O

8 Cardinal Arithmetic

For this section, we will work in ZFC, since in ZF it’s quite hard to define what
a cardinal even is.

Definition 8.1 (Cardinality). The cardinality of z, written |z| is the least
ordinal « such that there is a bijection between o and .

Definition 8.2 (Cardinal operations). Let £ and A be cardinals, then

o k+A=[{0} x kU x {1}].
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o H-)\:|/£><)\|
o & =Pxl={f: F:Ao 8}

o k< =sup{k® : a € Card, a < \}.

Theorem 8.3 (Hessenberg). If k and A\ are infinite, then k + A = k- A =
max{k, \}.

Lemma 8.4. If k, A\, u are infinite cardinals, then

o KMH = A gH,

) (H)‘)M = g,

Definition 8.5 (Cofinal/Cofinality). A map f : a — [ is cofinal if
sup(ran(f)) = 8. The cofinality of a limit ordinal 7, written cf(y) is the least
ordinal « such that there is a cofinal map f: a — 7.

Remark.

o cf(v) <.
w) = cf(w + w) = cfRomega)-

-

e W=2C

e cf(y) < |yl

Definition 8.6 (Singular/Regular ordinals). A limit ordinal is singular if
cf(v) <. If cf(y) =+, then we call the ordinal regular.

Theorem 8.7 (L). ety be a limit ordinal, then:
o If ~ is regular, then ~y is a cardinal.

o v is a regular cardinal. (The cardinal successor, not the ordinal succes-
sor.)

o cf(cf(a)) = cf(a).
o XN, is reqular whenever o = 0 or « is a successor ordinal.

o If X\ is a limit ordinal, then cf(Ry) = cf(X).
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Theorem 8.8. If k is a regular cardinal, and F is a family of sets, with |F| < k
and | X| < k for all X € F, then it will be the case that |U F| < k.

Proof. We prove this by induction on |F| = v < k. Suppose that the claim
holds for ~, and let F = (X4 | <+ 1). Then

|UF| =|Uacy Xa UX,
= | Ua<y Xa| + ‘X“/|
= max{| Ua<y Xal, |X"/‘}
<K

Now suppose v is a limit, and the claim holds for all 8 < k. Let F = (X, |a <
7). Define g : v = k by g(8) = | Ua<y Xal, since & is regular, g(y) = | U F| <
K. O

Definition 8.9 (L). et x; for ¢ € I be an index sequence of cardinal numbers
and let (X, |i € I) be a sequence of pairwise disjoint sets with |X;| = ; for all
i € I. Then the cardinal sum of (x; |i € I) is ), ; [Xi].

The cardinal product of (k;|i € I) is
[[r =111l
iel iel
where

|TTXi = {1/ is a function, dom(f) =1, and Vi € I. f(i) € X;}.
el

Theorem 8.10 (Konig). Let I be an indexing set and suppose that k; < \; for

allie I. Then
ZKJ,;<H/\1‘.

i€l i€l

Proof. Let (B|i € I) be a sequence of disjoint sets with |B;| = \;, and let
B = [l;e; Bi- It will suffice to show that if (A;[i € I) is a sequence of subsets
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of B such that for all i € I, |A;| = k;, then U;crA; # B;.

Given such a sequence, let S; be the projection of A; onto its i'" co-ordinate,

Si={f)[f € Ai}.

Then S; C B; and
1Si] < [Ai] = ki < X\ = | Byl

So fix a t; € B; \ S;. Finally, define g € B, ¢g(i) = t;. By construction g ¢ A;
for all 4, so g € B\ Ujer A;. O

Corollary 8.11 (Cantor’s Theorem). If k > 2 and \ is infinite, then k> > .

Proof.

<]I2 (Konig)

Corollary 8.12.
cf(2%) > .

Proof. Let f: X\ — 2%, we will show that
[U A < 22

Since for all i € I, f(i) < 2%,

ura=S"f)

i<\

<112

i<
_ (2>\))\
_ 2/\~)\

=2*
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Corollary 8.13. 2% £ k for any k of cofinality Rg. (In partiular, 2%° # R,.)

Corollary 8.14. (%) > k for every infinite cardinality .

8.1 Cardinal Exponentiation

Definition 8.15 (Generalized Continuum Hypothesis). The GCH says that
fpr every cardinal , 2% = k¥, i.e. 28 =R, ;.

Theorem 8.16. Assume that GCH holds, and k, A are infinite cardinals. Then
there are three cases for cardinal exponentiation

(i) k < X means that k> = \*.
(i3) If cf(k) < A < K, then k* = k.
(iii) If X < cf(k), then K = k.

Without GCH, we know much much less. the following thorem is essentially the
only ZFC-provable restriction for regular cardinals.

Theorem 8.17. If k, A are cardinals:
(i) If k < A, then 25 < 22
(ii) cf(2") > k.
(iii) If k is a limit cardinal, then 2% = (2<%)°f(%),

Theorem 8.18. Let k, A\ be infinite cardinals, then
(i) If Kk < X then k> = 2.
(ii) If there exists some pu < k such that p* > k, then k> = p.
(iii) If k < X and p* < Kk for all p < K, then we have two possibilites:
(a) If cf(k) > X then k* = k.
(b) If cf (k) < A then k* = k),
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Theorem 8.19 (Silver). Suppose that k is singular, cf(k) > Vg, and 2% = o
for all o < K, then 2° = k™.

This says, essentially, that GCH cannot first break at a cardinal of countable
cofinality.

Remark. It is consistent (relative to large cardinals) to have 2% = N, 1 for
all n € w, but 28 = N, o

Theorem 8.20 (Shelah). Suppose that 2% < R, for alln € w, then 2% < N,,.

There is a big open question: Can we improve this bound? Can we prove, as
Lecture 7 conjectured, that 28 < Ny, .

9 Constructibility

One of our aims is to prove that Con(ZF) = Con(ZFC+ GCH). Constructibility
will help us to do this.

Recall that V11 = P(V,,). Godel’s idea was to restrict this to “nice” subsets.

Definition 9.1 (Definable set). A set x is said to be definable over (M, €) if
there exists ay,...,a, € M and a formula ¢ such that

r={zeM|(M,€)Ep(z,a1,...,a,)}
We can also write:

Def(M) = {z € M|z is definable over M}

Some observations about this definition:
e M¢e Def(./\/l).
¢ M C Def(M) C P(M)

However, this definition needs formalising as it stands.

One method to formalise: Code formulas by elements of V,, using Godel
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codes. One then uses Tarski’s satisfaction relation to define a formula Sat such
that
Sat(M, E, [¢], 21, .., 2n) <> (M,E)E o(21,...,25)

where [¢] is the Godel code for . We won’t use this definition though.

Another method to formalise:

Definition 9.2 (The Constructible Hierarchy). Define L, by transfinite recur-
sion as:

o [o=10
o L,i1=Def(L,)
o Ly =Ua<rLo when A is a limit.

o L= UaEOrdLa-

Lemma 9.3. For any ordinals a, B:
(i) p<a— LgC L,.
(i) B<a— Lg € L,.
(11i) Trans(Lg).
(iv) a = O0rdNL,.
(v) Trans(L) and Ord C L.

Definition 9.4 (Inner model). Let 7 be a set of axioms of L;,, and W be a
class. W is called an inner model of 7T if:

(i) Trans(WW)
(ii) Ord C W.
(iii) (T)", that is, for every formula ¢ in T, ™.

Theorem 9.5. L is an inner model of ZFC.

Proof.

e Extensionality and foundation: Since L is transitive, L satisfies these.
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e Empty set: 0¥ =0 = Lo € L.

e Pairing: Given a,b € L, have to prove {a,b} € L. Fix « such that a,b €
L,. Then {a,b} ={zr €a : Lo Ex=aVx=">0}. So {a,b} € Def(L,).

e Unions: Fix a € L,. So Ua C L. Then

Ua={z € Ly|(La,€)FIz. (2 €anx € z)} €Def(Ly).

e Infinity: w = {n € L, | (L, €) En € Ord}.
These are all the “easy” axioms. Now for the harder ones:

e Separation: Let ¢ be a formula, a,u € L,. Then we claim that b = {z €
a|pl(z,baru)} € L. Using the reflection theorem, we can find 3 > « such
that

ZFFVx € Lg (((p)L(x,ﬂ) « oz, )

Moreover, ¢ holds iff (Lg, €) F ¢(x, u). Therefore

{zealp®(z,u)}
={z €alp" (z,0)}
={x € Lg|(Lp,€) F p(z,u)} € Def(Lp).

e Replacement: It suffices to prove that if & € L and f : a — L is a function,
then there exists v € Ord such that f”a C L.. Observe that for every
x € a, there exists § € Ord such that f(z) € Lg. So by replacement in
V', then there exists an ordinal  such that for every x € a, there exists
B € v such that f(x) € Lg. Since 8 € v = Lg C L., we have that
Va € a. f(x) € L.

e Power set: Suffices to prove that if z € L, then P(z)NL € L. Take x € L,
then using replacement in V' fix v € Ord such that P(z) N L C L.,. Then

P@)NL={z¢€ L,|(Ly,€)F zCz} e Def(Ly)

9.1 Godel functions
Note for clarity: (a,b,c) = (a, (b,c)).

Definition 9.6 (Godel functions).

O ]:1($,y) = {x’y}
o Fo(x,y) =Ux
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=z\y
T Xy

= dom(z) = {firstz | z € z, z an ordered pair}

ran(z) = {secondz | z € z, z an ordered pair}

{(u,v,w) | (u,v) € z, w € y}

)
) =
)=
)
)
)
)

[ )

KON ORI NGO NG\ N NN
ﬁ

RSN ST S SN < SN

{(w,w,v) | (u,v) € zw € y}
{(v,u) €y x x|u=v}

e Fio x,y)z{(v,u) €y xx|u€E v}

Proposition 9.7. The following can all be written as a finite combination of
Fito Fg: {z}, x Uy, z Ny, (z,v), (z,y, 2). For example {z} = Fi(x,x).

Proposition 9.8. For every i < 10, z = F;(x,y) can be written using a Ag-
formula.

Lemma 9.9 (Godel’s normal form). For every Ag formiula (x4, ..., x,) with
Fr(p) C {z1,...,2,}, there is a term F, built from the symbols F1 — Fig such
that

ZFEVay,...,an. Folat,...,an) = {(Tn,...,T1) €an X ---Xar|p(x1,...,2,)}

Remark.

e We reverse the ordering in the Godel normal form for technical reasons of
being easier to work with.

e — F5 will correspond to V
— z Ny will correspond to A
— JF3 will correspond to —
— JFg, F1g are atomic.

F7, Fg deal with ordered n-tuples. (z1,z2,z3) formed using x1 and (z2,x3). It
canno be formed using (z1, z2) and x3, so we have F; and Fg.
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Definition 9.10 (Closed under Gédel functions). A class C' is closed under
Godel functions iff

Fi(z,y) € C whenever x,y € C.

Given a set b, we write cl(b) for the smallest set which contains b as subset and
which is closed under Gédel functions.

Definition 9.11. Let b be a set, define D™(b) inductively.
e DO(b) =b.
o D"TL(b) = {Fi(z,y)|z,y € D*(b), i < 10}.

Note that cl(b) = U, D™(D).

Lemma 9.12. If M is a transitive class, closed under Gédel functions, then
M satisfies Ag-separation.

Proof. Let o(z1,...,2z,) be Ag, and let a,by,...,0;—1,bi41,...,b, € M.

Let Y = {z; € a|p(b1,...,bi—1,2ibiy1,...,by)}. Let F, be the formula from
Godel’s normal form, then for any cq,...,c, € M:

Fuer, ... en) ={(zpn,...,21) € ¢y X -+ X 1| p(x1,dots, x,)} € M.
SO, since {b]} = fl(bj,bj) S M7 -Fap({bl}a .. .,{bi,l},a, {bi+1}, .. ,{bn}) S M

Then you can show Y € M by taking Fg(ran) n — ¢ times, and then taking Fs
(dom). O

Theorem 9.13. For every transitive set M,

Def(M) = cl(M U {M}) N P(M)

Lecture 8
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Proof. (C): Let ¢ be a formula. Then goM is Ag. Therefore, there is a term G
built from Fi,..., Fig such that for aq,...,a, € M:

{z e M|(M,e)E ¢(x,a1,...,an)} = {z € M|p™(z,a1,...,a,)}
=G(M,aq,...,a,)
ec(MuU{M})

(D): First, we have the following claim:

Claim: If G is built from Fi,...,Fio, then for any z,a4,...,a,, the state-
ments

x=G(a1,...,an) x€Glay,...,an)
are Ag. To prove this, suppose that X,Y € D*(ay,...,a,). Then
r=F(X,)Y)eVzexz=XVz=Y)AFwez(w=X)AF €eY(w' =Y)
re (XY ze{X, Y} z=XVe =Y. Similar arguments work for
i€{2,3,...,10}.
Assuming the claim, let Z € cl(M U {M})NP(M). Fix G to be a term built
from Fi,...,Fio such that
Z=G(M,ay,...,ap).
Let p bea Ag formula such that
z€GM,as,...,a,) iff o(x, M, ay,...,a10).

Then G(M,ay,...a,) = {x € M|p(z,M,a1,...,a,)}. We need a formula
such that
M o oz, M, ay, ... an).

For example, define ¢ from ¢ by the following replacements:
(i) Ju; € M is replaced by Jv;
(ii) Vu; € M is replaced by Vv;.

v; € M replaced by v; = v;.

M = M replaced by vy = vg

Me M, M € v;, M =v; replaced by —(vp = vp).

(iii
(iv
(v
Then

)
)
)
)

Z:g(Mvalv"'7an)
={z e M|(M,€)Ey(z,ai,...,a,)} € Def(M).
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Now, recall lemma 8.9, that there is a Gédel normal form for all Ag functions.
We will prove this now:

Proof. We will call a formula ¢ a termed-formula (or a t-formula) if the
conclusoon of the lemma holds for ¢. We will only use the logical symbols
V, A, 1, 3. The only occurrence of existentials will be in formulas of the form:
o(x1, ..., Tn) = Ixma1 € T0(T1, ..o, Tg1)
where j < m < n. For example:
o(x1, 2,23, 24) = Jxg € 21(21 € T2 A T3 = 21)
is allowed, but
dz, € .’EQ'I/J

is not, since the containment of elements is going up, and
Jxg € x1(x3 € o V Iy € 210)
is not because 1 needs to be a statement of at most 3 variables.

Note that every Ag formula is equivalent to one satisfying these assumptions.
We allow for dummy variables, so p(z1,22) = 21 € x2 and @(x1, 22,23) = 21 €
xo are distinct. There are four sections of the proof

1. Logical points

2. Propositional connectives

3. Atomic formulas

4. Existentially Bounded
Section 1: Logical Points

(a) If ZF F ¢(Z) +> ¥(z) and ¢ is a t-formula, then ¢ is a t-formula, since
Fypla) ={z calp(2)} = F,(a)

(b) For all m,n if o(x1,...,2,) = ¥(x1, dots, z,,) and 9 is a t-formula, then
so is 1. There are a few cases:

(i) n = m. Prove by induction on n. If n = m then trivial. p(z1,...,Zn41) =
¥(x1,. .., &) then p(z1,...,2041) = 0(z1,...,2,) when 6 is a t-
formula. Then

Folat, ... an, ani1) = anp1xFglar, ..., an) = Falan, Folai, ..., an)).

This is why we reverse the ordering, to make this section easier.
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(ii) If n < m, also by induction. n = m is similarly trivial. If

Sﬁ(fflw-»,an) = ¢($1,~'~7$m)

then
o(x1y. 1) =0(z1,. .., 20)

and {0} = {Fs3(a1,a1)} = Fi(Fs(a+1,a1), Fs(ar,a1)). Then

Folar, . yan_1) ={(@n-1,...,21) €ap_1 x --- xai|p(zl,...,xn_1)}
=ran({(0,zp_1,...,21) € {0} X ap_1 X - X a1 |0(z1,..
= .7-'6(.7-"9(111, ey 1, {0}), (11)

and {0} can be written using Godel functions so we’re done.

(¢) Hp(zy,...,x,) isat-formula, and p(z1,...,Tnt1) = U(@1, ., Tno1, Tni1\
Zn) then ¢ is a t-formula.

Firstly, if n = 1, then ¢(x1) is a t-formula. Consider ¢)(x2 \ z1). Then

Folar,a2) = {(x2,21) € ag X a1 |Y(x2)}
= {(z2,21) |21 €1 Ax2 € Fy(az)}
= Fylaz) x a1
:.7:4(.7-'¢(a2),a1).

Then if n > 1
Folar, ... ang1) = {(zng1,...,21) € A1 X ... a1 |

Ty € Gp A (zn—&-laxn—l" . 'axl) S F4(ala .. '7an—1yan+1)}

= Fa(Falar, ..., 0n-1,0n41)sm )

(d) If (a1, x2) is a t-formula, and (a1, ...,2,) = Y(Tn-1 \ 21,2, \ 22) then
© is a t-formula. Assume that n > 2, then

]:go(al, e ’a”) = {(x”’ : .,1‘1) cap X Xap | (wnvxnfl) S ]:w(anflaan)}
= .7:7(.7:@[,(67,”,1,&”)7@”72 X oo X al)

Section 2: Propsitional Connectives

(e) If p is a t-formula, so is —¢:

Foplar, ... an) = (an X -+ x a1) \ Folar,...,an).

(f) ¢, ¥ are t-formulas, then so is ¢ V ¥:

Fovy(a) = Fp(a) U Fy(a)
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(g) o, ¥ are t-formulas, then so is ¢ A ¢. Same as above but intersection
instead of union.
Section 3: Atomic formulas

Lecture 9 (h) The formula ¢(z1,...,2,) = x; = z; is a t-formula for all 4, j < n. There
are n cases:

(i) i=1, j =2. Then:
.Fg(al,ag) = {(IQ,ZEl) S a2 X aq |£L'1 = SCQ}

So F, isa formula using F9 and (b) (which lets us add dummy vari-

ables).
(ii) j > 4. By induction. If 4 = j, then
Folat,...,an) =an X -+ X a1
={(zn,..,71) €Ean x -~ xay |z =21}
Suppose j = i+1, thenlet 8(xq, ..., x;41) = (1 = x2)[x; /21, Tip1/T2].

This is a t-formula by case (i) and (d), substitution. Then we get F,,
by adding dummy variables.

Then for the general case, ¢ = z; = z;11. By (¢), ¢(z1,...,2j41) =
(x; = xj)[xj41/x;] is a t-formula.

(i) If ¢ > 7, then x; = x; is logically equivalent to z; = x; which is a
t-formula by case (ii).

(i) The statement ¢(z1,...,2,) = x; € x; is a t-formula for all 4, j < n. Then
F, is formed using Fio and (b) in the same way as in case (h).

If ¢ = x; € @, then Fy(ar,...,an) =0 =a1 \ a;.

For the general case,

V(@1, . Tpy2) = (T = Tog1) A (@5 = Tng2) A (Tt € Tnya)
J

Then we have that x,1 € z,42 is a t-formula, since it is given by (z; €
22)[Tn41/%1, Tnta/x2]. So ¢ is a t-formula. Then

Fo =ran(ran({Tpy2,. ., 01 € Q5 X @ X Qp X +++ X Q1 | T = Tyt 1, o;=0 00625 1))
= fﬁ(f6(F¢(a17- . .,an,ai,aj),al),al)

Section 4: Bounded quantifiers Recall that the only occurrence of 3
will be in formulas of the form:

(1, Tn) = FTmi1 € 21.0(T1, .- o, Tng1),

where j < m < n.
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(G) If ¥(z1,...,2p41) is a t-formula, then so is p(z1,...,2,) = Jzpy1 €
zj. (X1, ..., Tngp1). Let O(zq,...,Tpq1) = Ty € 1. Then O A Y is a
t-formula. Now

Forp(ai, ... an, Falaj,a;)) = Forp(ar, ..., an, Uaj)

={(@ns1,. - 1) [Tn41 € 35, VE <n(ak € ar), ¥(21, . Tpg)}
Then
ran(Fony) = {(@n, ..., 1) € ap X --- X a1 | . (U, Ty, ..., 1) € Fongp(ar, ..., an,Ua;j)}
={(@n,...,21) €ap X -+ X a1| Iy € xj~¢($1a~~~affn+1)}-
O

10 Axiom of constructibility

Definition 10.1 (Axiom of constructibility). The axiom of constructibility
is the assertion “V = L” which is equivalent to Vz3a € Ord. (z € L,).

Our aim is to show that being constructible is absolute.
Lemma 10.2. The statement Z = cl(M) is A%F.

Proof. 1t is II; from its definition as the smallest set closed under Gédel func-
tions: this comes from the statement

VW(MU{M} CWAVz,y e W. )\ Fi(z,y) eW)) = ZCW)

i<10

Then the statement is also 37 from the inductive definition using D™. The
statement goes like:

AW. (func(W) Adom(W) =W A Z =Uran(W)AW(0) = M AW(n) CW(n+1)A (Ve,y € W(n). Aigio Fi(a

So W is the function that maps n to D™, and we set Z to be the union of the
ranges of these functions. O

Lemma 10.3. The function a« — L, is absolute between transitive models of
ZF.
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Proof. Define G : Ord xV — V by

c(z(B)U{z(8)}), if a=p+1, x a function with domain 3,
G(a,z) = S Upeaz(B), o a limit,
0 0.W.

Then G is an absolute function. By transfinite recursion, we have a function F'
such that

F:0rd—=V
F(a) = G(z, F | «)

is absolute. Finally, F'(«) = L, for all . O

Theorem 10.4.
(i) L satisfies the axiom of constructibility.

(ii) L is the smallest inner model of ZF. ILe., if M is an inner model, then
LCM.

Proof.
(i) Need to show that (Vz, 3o € Ord.(z € L,))Y. That is, Vo € L, Ja €
Ord. (z € (Ly)Y). Since the L, hierarchy is absolute:
Vr. (x € Ly <> 2 € (La)¥)
Since L contains every ordinal, if € L then z € L, for some a. Thus
r€(Ly)t. SoLEa€ LA € L,.

(ii) Let M be an inner model of ZF. We construct L inside M, L. Then by
absoluteness, for every o € M N Ord, L, = (Ly)™. Thus L, C M for
every « € MNOrd=VNOrd. So L C M.

O

11 The axiom of choice in L
Our aim is to show that a strong version of the axiom of choice holds in L. There
is a (definable) global well-order. The idea is to define partial well-orderings <,

on L, such that <,41 end-extends <,. That is, if y € L, and € Ly41 \ La,
then y <441 . Then we will take <= U, <4.

Theorem 11.1. There exists a well-ordering of the class L.
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Proof. For each o € Ord we will construct a well-ordering <, on L, such that
if @ < 3, then

(i) If x <4 y, then z <g y.
(ii) If x € Ly and y € Lg \ L then 2 <z y.

In limit cases, we take unions. <) = Ug<) <a-

Then the difficult part is just to define <,41. The idea is to take the or-
dering on L, then add {L,} to the end oft his ordring, followed by elements of
D(Lo U{La})\ Lo U{Ly}. Then by elements of D?(L, U {Ly}) ...

The details of how we do this are as follows, define <, ,; by:

(1) <944 is the well ordering of L, U {L,} that end-extends <, by adding
{L.} as a max element.

(2) Suppose <7, is defined. Then <21} is the well-ordering of D"*1(L,)
satisfying: = <7, y iff z <?,; y or & € D"(L,) and y € D" (L) \
D"(Ly), or o,y ¢ D"(Ly) and (we choose an ordering on D"1(L,)):

(a) The least i < 10 such that Ju,v € D"(Ly) such that z = F;(u,v) is
less than the least such j such that y = F;(u,v).

(b) The least such i is equal to the least such j, and the <} -least u €
D"(Lg) such that Jv € D"(Ly)(x = Fi(u,v)) is less than the <7 ;-
least u' € D™(Ly) such that v’ € D*(L,,) such that y = F;(u',v").

(c) The least such i is equal to the least such j, and the <[}, -least such
u's are equal and the least v € D™(L,,)... check moodle later today.

O

Remark. Just to give the main idea of the well-order of L, we assume that <,
is a well-order of L, then we need to well-order L1, end-extending <, and
it only remains to figure out the order of Def(L,) \ Lo U {Ly}. For this, we
can well order D" (L, U{Ly})\D(" (Lo U{Ls}), (and we start off by setting
DY = {L,} to be the least element in <,y1 which is not in L,). Then for
r = Fi(u,v) and y = F;(u/,v’) in D" we order according to the least such
Godel functions that give the ordering. First we check if ¢ < j, then we check if
u < v/, tjen we check if v < v’, and otherwise x = y.

Lemma 11.2. The relation <p is X1-definable. Moreover, for every limit or-
dinal § and y € Ls, we have x <p y iff t € Ls and Ls E x < y.

Proof. Example sheet 2. O
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Moreover, this gives the axiom of choice, because given x € L, <p[ = gives a
well-order of x.

12 GCH in L

Lemma 12.1 (ZFC).
(i) For alln € w, L, =V,.
(i1) If M is infinite, |M| = | Def(M))],

(iii) If « is an infinite ordinal, |Lo| = |a|.

Proof. These are relatively obvious. O

Lemma 12.2 (Godel’s condensation lemma). For every limit ordinal §, if (M, €
) < (Ls, €), then there exists some B < & such that (M, €) = (Lg, €).

Proof. Let m : (M,€) — (N, €) be the Mostowski collapse of M, and set
B8 =N NO0rd. Since N is transtitive, 3 € Ord. We shall prove that 3 < ¢, and
N = Lg.

e To prove 8 < 6, suppose for a contradiction that § < 8. Then § € M. So
71(8) € M. Now, since being an ordinal is absolute between transitive
sets, N E 6§ € Ord. Thus, M F 771(§) € Ord (but we cannot say right
now that 7=1(§) is in fact an ordinal, since M isn’t transtitive). But
M = Ls, so Ls E 7=1(8) € Ord. Since Ls is transitive, 7=1(§) € Ord NV.

Also, M F z € m71(8) & N E n(z) € §, since 7 : (77 1(5) N M) = &
is an isomorphism. Therefore the order type, otp(7~1(6) N M) = 6. Then
let f: 0 — 7~ 1(6) N M be a strictly increasing enumeration. So for any
a €6,

a< fla) <a(6).

So § < 771(9) (since the union of things less than § must be < §). On
the other hand, 7=(§) € M =< Ls. So 7 1(§) < §. This gives us a
contradiction.

e Now to prove that § > 0. Since Ls F JaVy € z(y # y), we must have
M E Javy € x(y # y). Therefore N believes this too. So ) € NNOrd = £.
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e We also prove that 8 is a limit. Let Ls F Va € Ord Jz.(z = a + 1),
then N EVa € Ord 3z. (x = a + 1). Take a € 3, then o € N, so (using
absoluteness) a« +1 € NN Ord = .

e Now, towards proving N' = Lg, we prove Lg C N. We have L;s F Va €
Ord Jy.(y = L,). Then N E Va € Ord Jy.(y = L,). Since the L,
hierarchy is absolute. Voo € NN Ord = 8, L, € N.

e Then finally we want to prove N' C Lg. We have Ls F Va3y3z(y €
OrdAz =L, Az € z). Then N EVzIy3z(y € OrdAz =L, Az € z) as
well. Fix a € N, find v € N and 2 € N such that N F v € OrdAz =
L, Na € z Then by absoluteness, a € L, C Lg.

O

Theorem 12.3. If V = L, then 28 = R, for every ordinal c.

Proof. Assume that V = L. We shall show that P(w,) C L
|Le..i| = Naq1, the theorem will follow.

wayr1- Then since

To do this, it suffices to show that if X C w,, then there exists v € wqi1
such that X € L,. Take X C w, and let 6 > w, be a limit ordinal such that
X € Ls. Now let M be an elementary submodel of Ls such that w, C M,
X e M, IM| =R, (using downward Lowenheim-Skolem).

By Godel’s condenstation lemma, take A to be the Mostowski collapse. There
is a limit ordinal < § such that N'= L. Since |[N| = |M| = R,, |L,| = N,
S0 7 < wa41. Now w, C M, the collapsing map is the identity on w,. Then
the map fixed X, so X € L,, and we’re done. O

Theorem 12.4 (Gddel).

Con(ZFC) = Con(ZFC+ V = L + GCH)

Proof. We have shown that there is a definable class L such that
ZF - (ZFC+V = L + GCH)~.

Suppose ZFC +V = L + GCH were inconsistent. Then we can fix ¢ such that
ZFC+V =L+ GCHF ¢ A —p. Then

(i) ZF+ (ZFC+V = L + GCH)™.
(i) F (o A=)t

39



(iii) By relativisation, ZF = & A (—¢)L.
iv So, ZF F oL A =(ph).

(v) Therefore ZF is inconsistent.

Lemma 12.5 (Shepherdson). There is no class W such that

ZFC F “W is an inner model” and (~CH)"

Proof. Omitted O

Definition 12.6 (Club). Suppose §) is either a regular cardinal, or Ord, then
C C Q is said to be a club if it is:

e Closed: Vv € Qsup(CN~) € C.
e Unbounded: Vo € Q38 € C(B > «).

Definition 12.7 (Stationary). A class S C Q is stationary if for every club
cCCcQ, CnS#0.

12.1 o¢in L

¢ is the statement that there is a single sequence of length w; which can ap-
proximate any subset of w;.

Definition 12.8 (Approximate wy). We say that a sequence (4, : a € wi)
approximates wq, if it is such that

(i) For all @ € wy, Ay C o

(ii) VX Cwy, {a : X Na = A,} is stationary.

Lemma 12.9. ZF ¢ = CH.

Proof. Let (A, | € wy) be a o-sequence. Then VX C w, Ja > w. X = A,.
Thus {4, | € w1, Ay Cw} = P(w). O
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Lecture 10

Theorem 12.10 (I). fV = L, then ¢ holds.

Note that ¢ is used in certain inductive constructions to build combinatorial
objects (e.g. Suslin trees, more in notes).

12.2 [in L

Definition 12.11 (O;). Let x be an uncountable cardinal, then O, is the
assertion that there exists a sequence

(Cq | € lim(kT))

such that
(i) Cy is a club subset of a.
(i) If 8 € im(C,), then Cg = C, N B.
(iii) If cf(@) < K, then |Cy| < k.

Theorem 12.12 (Jensen). If V = L, then O, holds ofr every uncountable
cardinal K.

Proof. This is really really hard, so we won’t prove it. O

Lemma 12.13. If w; holds, then there exists a stationary set

S C{B €wa| cf(B) = w}
such that for all o € wo with cf(a) = w1, SN« is not stationary in «.
Remark. If k is a weakly compact cardinal, then every stationary subset of
k reflects (i.e. Ja € k such that S N« is stationary in «). The claim that

every stationary subset of {8 € wa | cf(8) = w} reflects at a point of cf(w;) is
equiconsistent with ZFC + 3 Mahlo cardinal.
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13 Forcing

The idea is to widen our model of ZFC to “add lots of reals.” But if we're
working over V', then there’s nothing to add. Instead, we’ll work with countable
transitive models (CTMs) of ZF If M is a countable transitive model of
ZFC, then we want to add the wj”'-many reals to M. We want to do this in
a “minimal” way. For example, we don’t want to add any new ordinals to M.
This gives us much more control over the model that we end up building.

To give some more intuition for what’s happening, recall the argument that
the sentence ¢ = Jz(x? = 2) is independent of the axioms of fields. This in-
volved starting with a model of =, and then extending to Q[v/2] (i.e. extending
it in a “minimal” way). The key thing about adding V2 is that we also have to
add everything that’s built from v/2 and Q using the axioms of fields.

There are some possible difficulties that could arise:

e Suppose that our countable transitive model (CTM) M, is of the form
L. where € w (this isn’t actually possible, which is shown in ES 2, but
suppose it were for now). Then « can be coded as a subset of w, ¢. Now
¢ C w, so it can also be viewed as a real, so if we added ¢ to M, we would
also add v = Ord N M.

e Enumerate all formulas as {¢, |n € w}. Let r = {n|M E ¢,} (I think
this is kind of like 0% but for a CTM). Then we could add a truth predicate
to M, so we would have a truth predicate for M constructible inside M.
This is problematic due to Tarski.

The main issues to overcome are the following;:
1. We need a method to choose the wj!-many subsets of M.

2. Having chosen them, we need to ensure the extension satisfies ZFC (the
hardest part).

3. Why should wi* and w4"! still be cardinals in the extension?

We'll build these reals within our model M. If r is a real, then each of its
finite decimal approximations is already in M. The issue is that within M, we
do not actually know what the real we want to add is. If we could say what it
was, then using ZFC, it would already be in M. Instead, we add a “generic” real.

To be generic, we don’t want to specify any particular digits (i.e. beginning
with 7). It should, however, contain in its decimal expansion any finite sequence
(e.g. “T46”).

IEventually we’ll be able to remove this assumption, but first things first.
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Definition 13.1 (dense). We call a specification dense if any finite approxi-
mation can be extended to one satisfying the specification.

So beginning with a 7 is not dense, since if r doesn’t begin with a 7, we
can’t add things to the end to get it to begin with a 7. However, having any
finite sequence in your decimal expansion is dense, since you can always extend
to add any finite sequence.

It will turn out that being generic corresponds to meeting all dense specifica-
tions.

Remark. When forcing, we will use countable transitive models. This means
we don’t get that Con(ZFC) = Con(ZFC+—CH), because we’ve added countable
transitive models, but we will then use the reflection theorem to obtain the result
we want.

Remark. The axiom of choice is not needed in the basic machinery, so we will
primarily work over ZF, and state where choice is used.

13.1 Partial Orders

The chapter without which every set theory and mathematical logic course is
incomplete.

Definition 13.2 (Pre-order). A preorder is a pair
(P, <)
such that
e P is nonempty.
e < is a binary relation.
e < is transitive (p < gAg<r=p<r)
e < is reflexive (p < p).

A preorder is a partial order if < is additionallty anti-symmetric (p < gAq <
p=p=q).

Definition 13.3 (Forcing poset). A forcing poset is a triple (P, <p, 1p), where

e (P, <p) is a pre-order

43



e Ip is a maximal element.
Elements of P are called conditions.
e ¢ is stronger than p, if ¢ <p p also written that ¢ is an extension of p.

e p and ¢ are compatible, written p||pq if there exists r such that r <p p, g.
Otherwise they are called incompatible, written p Lp g.

In some texts forcing is written the other way round. This is called the Jerusalem
notation.

Also note that P € M abbreviates (P, <p, 1p) € M. (transitivity would give
that 1p € P, but not necessarily <p, but whenever we talk about it in this
course, it’s fine).

Definition 13.4 (Separative). A pre-order is separative iff for all distinct p, g
exactly one of the following two conditions hold:

e Either g <pandp £ q.
e (X)or ¢ > p and there is an r < ¢ such that r L p

Proposition 13.5. If (P, <) is a separative pre-order, then (P, <) is a partial
order.

Proof. Third (probably?) Example sheet.

Proposition 13.6. Suppose that (P, <) is a pre-order. Define p ~ q by
p~qeVreP(rllp < rllg).

Then there is a separative pre-order on P\ ~ such that
o [pl Lldg iffpLq

e [fP has a mazimal element so does P/ ~.
Example 13.7. For sets [ and J, let Fn(Z, J) denote the set of all finite partial

functions from I to J. That is

Fn(I,J)={p : |p| < w, pis a function, dom(P) C I, ran(P) C J}
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Lecture 11

Let < be the revesrse inclusion of Fn(I,J), so ¢ < p iff ¢ 2 p. Also 1p = 0.
Then (Fn(I, J), <, 0) is a forcing poset, and moreover the pre-order is separative.

Note that when « is an ordinal, Fn(a X w, 2) is often written Add(w, «).

Remark. Note on reals: Let R be your favourite construction of the reals.
There are explicit absolute bijections

f:Pw) = “w
g:“w— Y2
h:“2—=R

So, in M E ZFC, knowledge of P (w) gives knowledge of (“w)™, (¥2)M, RM.
So, in order to add a real to M it suffices to add a function in “w, or a subset
of w. We can freely switch between these sets. In formal arguments, reals will
normally be either subsets of w or functions w — 2.

Back to the forcing poset, Fn(I, J) (the collection of partial functions from I to
J).

Definition 13.8 (Chains and Antichains). Let P be a forcing poset
¢ A chain is a subset C' C P such that Vp,q € C(p < ¢V q < p).
e A antichain is a subset A C IP such that Vp,q € A. (p L g).

e An antichain is maximal if it is not a proper subset of any other antichain
of P.

e P has the countable chain condition, (CCC), if every antichain in P is
countable.

Example. The set of functions {{(0,0),(1,n)} |n € w} forms an antichain of
length w in Fn(2,w).

Definition 13.9 (Delta system/Root of a delta system). A family of sets A
forms a Delta system with root Riff XNY = R for all X #Y in A.

Definition 13.10 (Subsets of a set of cardinality 8). Let A be a set 0 a cardinal.
Then [A]? is the set of subsets of A of size :

[A4)° = {z C Al|z| = 6}
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. Naturally, [A]<Y is defined as:

[A]<? = {z C Al |z| < 6}

Recall the theorem that if  is a regular cardinal, and F is a family of sets with
|F| < &, then | X| < & for all X € F, then | UF| < k.

Lemma 13.11 (Delta System Lemma, ZFC). Let x be an uncountable regular
cardinal, let A be a family of finite sets with |A| = k, then there exists B € [A]"
such that B forms a delta system.

Proof. To begin with, construct C' € [A]” such that all elements of C have the
same size. By assumption |X| < Ng for all X € A. Soset Y, ={X € A||X]| =
n}. If |Y,,| < & for each n < k, then |A| =|UY,| < k. This is a contradiction,
so some Y,, must have size k.

Now fix n € w such that C = Y,, has size k. We proceed inductively on n
to prove that if C = {X : |X| = n} has size , then there is a B C C of size &
such that B forms a Delta system.

Firstly, if n = 1, then C must be a family of pairwise disjoint singletons, so
forms a Delta system. Now assume n > 1, the claim holds for n — 1. For each
peUC let Cp, ={X € C|p € X}. Tjere are twp cases:

e Suppose |Cp| = k for some p € UC. Fix such a p, and set D = {X \
{p}| X € Cp}. Then D has size x and each element of D has size n — 1.
So by the inductibe hypothesis, w can find £ € [D]* such that £ forms a
Delta system with root R. Then {Y U {p}|Y € &} € [C]" forms a delta
system with root R U {p}.

e Suppose |Cp| < & for all p € UC. Since k is regular, for any set S with
S| <k, {X € C|X NS #0} =,cq Cp has size less than x.

Then there must exist X € C such that X NS = (. We recursively
choose X, € C for a < k such that

Xon | X5 =0.
B<a

This means that {X,, |« € k} € [C]" is a Delta system with empty root.
O
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Proposition 13.12. If k were either w or a singular cardinal, then we could
find a family of finite sets with |A| = k and no B € [A]* forms a delta system.

Proof. Exercise. O

Lemma 13.13 (ZFC). Fn(I,J) has the countable chain condition iff I = () or
J is countable.

Proof. Observe that if I = @, or J = (), then Fn(I,J) = 0, so trivially has the
CCcC.
Now assume that I, J # (.

(=) Suppose J were uncountable. Then fix some ¢ € I, and look at {{(¢,4)}|J €
J}, this forms an uncountable antichain.

(<) Suppose J was countable, and let {p, |« € w1} be a collection of distinct
elements of Fn(Z, J). Let A = {dom(py) | @ € wy}. Then by the Delta Sys-
tem Lemma, there exists an uncountable set B € [A]“* with root R C I.

Since R C dom(p,) for all dom(p,) € B, R is finite. Since J is countable,
there are only countably many functions from R to J. So, since B is un-
countable, we can find « # 8 such that dom(p,) and dom(pg) are both in
B, and they agree with each other on R (i.e. pg | R = p, | R). But then,
since R was a root of this system, this means that dom(p,) N dom(pg).
Therefore, pq||ps (since po Upg = R).

O

13.2 Dense sets and Genericity

Definition 13.14 (Dense/Open/Filter). Let P be a forcing poset. Then
e DCPisdenseiff Vp e P3ge D (¢ < p).
e DCPisopeniff Vpe DVqgeP(¢g<p—q€D).
e G CPis a filter on P iff
(i) 1p € G (non-empty)
(ii) Vp,qe G Ire G (r < pAr < q) (directed)
(i) Vp,q €P (¢<pAqg€ G —peEG) (upwards closed)
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Lecture 12

Definition 13.15 (P-generic over a model). Let P be a forcing poset. G is said
to be P-generic over M if G is a filter on P and G N D # () for every denset
D C P such that D € M.

Lemma 13.16 (Generic Filter existence). Let M be an elementary countable
set, and P € M be a forcing poset. Then for all p € P, there is a filter G C P
with p € G such that G is P-generic over M.

Proof. In our external universe, let (D,, | n € w) enumerate all dense subsets of
P which lie in M. We inductively define X C P, X = {g, |n € w} as follows:

® go=Pp

e Given ¢,, choose ¢,+1 € D, such that ¢,41 < ¢,. Let G = {r €
P|3n. (g, < 1)}

Then it is clear to see that G is a filter:
e Clear to see that p < 1,s0 1 € G.
o If ;7" € G, then g, <7, ¢ <7'. Then guaxmn) < 7,77

o If s<rands € G, then g, < s < r gives r € G. Then G is a generic
filter.

Definition 13.17 (Minimal element). A p € P is minimal if Vg € P. =(q < p).

Lemma 13.18. Let M be a countable model of ZF and P € M is a separative
partial order. Then either P has a minimal element, or for every G C P which
is P-generic over M, G ¢ M.

Proof. Suppose P does not have a minimal element, and that G C P is generic.
Let F € M be a filter, F C P, then Dz :=P\ F is in M, and is a dense set.

Then G N D # @ fora 1l filters F € M. So G # F and thus G # M.
Fix pe P. If p ¢ F, then p € Dy Otherwise, suppose p € F, since p is not
minimal, fix ¢ < p. Then p £ ¢, so since P is separative, there is r < p such
that r L ¢. But all conditions in F are compatible (WHY??7?7), so one of r and
q is not in F. O
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Proposition 13.19. For sets I,J with |I| > w and |J| > 2. Fun(I,J) is a
separative partial order without a minimal element.

Proposition 13.20 (ZFC). Suppose P € M is a forcing poset, and G C P, then
TFAE:

(i) VD € M. (D dense in P — G N D # ().

(ii) Vp € GYD € M. (D is dense below p N bbP — G N D # ()
(i1i) YD € M. (D is open dense in P — G N D #0).
(iv) VD € M. (D is a mazimal antichain in P — GN D # ().

Proof. Example Sheet 3 lol. O

14 Names

Definition 14.1 (P-names). Let P be a forcing poset, we define the class of
P-names, MF recursively as follows:

(i) M§=0.

(i) ML, = PM(P x ME)
(iii) M5 = Uger Mo
(iv) MP = Uacord M?.

An element of MF is called a P-name, denoted by i. Given x € MF, ran(i) =
{y13p P, (p,5)}.

Remark. Alternatively, by transfinite recursion on rank, the class of P-names
over V, VP is defined in the following way:

If rank(#) = o, then = € V¥ iff & is a relation and V(p,9) € = (p € P,y €
VPN V,). Then M? = VFn M.

Definition 14.2 (P-rank). The P-rank, rankp(z) is the least « such that @ C
P x M,,.
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Definition 14.3 (Interpretation of & by G). Let & be a P-name, and G C P.
We define the interpretation of & by G recursively as:

% ={y%|3p e G.((p,y) € &)}

Definition 14.4 (Forcing extension). The forcing extension of M by G,
MIG] is
M[G] = {i% |+ € MP}.

Example.
e ) e M= 0% =9.
o = {(p,0),(r,{(g,®)})}. If all of p,q,r € G, then
& ={((p,0)°, ({r, {{a,0)})“}

= {0, {((a, ) }“}
= {0.{0}}

On the other hand, if p,r € G, then ¢ = (.
IfreG,pq¢G,then 2% = {((¢,0))%} = {
And finally, if p € G and r ¢ G, then & = {(}.

15 Generic Model Theorem

Theorem 15.1 (Generic Model Theorem). Let M be a countable transitive
model of ZF. Let P be a forcing poset, and G be a P-generic filter. Then

(i) MIG] is a transitive set.

(i) | MIG]| = Ro.
(iii) M[G] E ZFC, and if M E AC then M[G] = AC.
(iv) Ord™ = Ord™¢!

(v) M C M[G]

(vi) MI[G] is the smallest countable transitive model of ZF such that M C
MIG] and G € M[G].

This is a big theorem, that we will prove over multiple lectures, and in multipl
small parts.
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15.1 Canonical names

Definition 15.2 (Canonical name). Given (P, <,1) ad set x € M, we recur-
sively define the canonical name of x, Z as

& ={(1,9) |y € x}.

(pronounced a-check).

Lemma 15.3. If M is a transitive model of ZF, P € M and 1 € G C P; Then
(i) Vo € M(% € M? and i€ = z).
(i) M C M[G].

(iii) M[G] is transitive.

Proof. (ii) follows from (i). (i) is proven inductively. We prove that # € MF by
using the definition of P-names by transfinite recursion. Next #¢ = {§“ |y €
x} = .

To prove that M|G] is transitive, suppose that 2 € y and y € M|G]. Then
by definition, y = §¢ for some 7 € MF. By construction, any element of y is of
the form 9. So in particular, we must have that z = &< for some & € MP. So

% € M[G). O
Remark. Even if G ¢ M, we can still define a name for G in M. From this,
it follows that if G ¢ M, then M[G] # M.

Proposition 15.4 (L). et G = {(p,p)|p € P}. Then G = G¥ € M[G].

Proof.

G%={p|peG}
={plpe G}
=G
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Definition 15.5 (Unordered pairs/ordered pairs). Given 5 € MPF, let

up(z,9) = {(1,4),(1,9)}, and let op(&,y) = up(up(&, ), up &, 7). Very sim-
ilar to how we define kuratowski pairs.

Proposition 15.6. For any &,7 € M?, and G CP, 1 € G-

(up(, )% = {2%, 5%}
(op(&, ) = (#,5)

Proof. Omitted O

15.2 First results towards showing Generic Model Theo-
rem

Lemma 15.7. Suppose M is a transitive model of ZF, P € M is a forcing
poset. Then if G CP and 1 € G, then M[G] is a transitive model of

o Faxtensionality
o FEmpty set
e Foundation

e Pairing
Lecture 13

Lemma 15.8 (S). uppose M is a transitive model of ZF, P € M is a forcing
poset. Then if G CP and 1 € G, we have

(i) rank(z%) < rank(z) for all x € MF.
(ii) Ord™ = Ord™M1%],
(i) |IM[G]| = |M|.

Proof.

(i) We prove this by induction:
e ()¢ = () and rank(p“) = rank(()) = 0.
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e For the inductive step, we have:

rank (%) = sup{rank(u) + 1|u € £}
< sup{rank(y“) + 1|9 € ran(#)}
< sup{rank(y) + 1|y € ran(z)} (IH)
< sup{rank(u) + 1|u € &}
< rank(z).

(ii) Since M C M][G], and also being an ordinal is an absolute property,
Ord™ € Ord™I¢!. For the reverse inclusion, take a € Ord™ [¢] and fix
i € MP such that @ = 2. Then o = rank(a) < rank(z). So, since M is
transitive, o € Ord™.

(iii) Since any element of M[G] is of the form #¢ for some & € MF C M C
M|G]. Therefore,

This follows, since & = ()¢
O
Corollary 15.9. M[G] models the axiom of infinity.
Proof. Omitted O

Lemma 15.10 (S). uppose M is a transitive model of ZF, P €¢ M, G C P,
1 € G. Then if N is any other transitive model of ZF containing M as a
definable class in N, and G € N, then M[G] C N

Proof. If N O M is a transitive model of ZF with G € N, we carry out the
construction of M[G] in N'. Namely, show that for all & € MF ¢ € N by
induction on ranks.

e First, sicne the empty set axiom holds in NV, 0¢ =0 € N.

Moreover, since MF = VP M C VP NN = NF. So if ¢ € MF, then
# € NP, and in particular & € N.
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e For the inductive step, suppose that for every (p,9) € &, y¢ € N:

(@)% = (56 | Fp e 6. (p9) € )}
= ({59 | @p e Glpg) € )}

={y°|Ip e G.(p,y) € &}

= iC

Lemma 15.11. Suppose M, P, G as above. Additionally, assume that G is a
filter. Then M[G] satisfies unions.

Proof. 1t suffices to prove that for all a € M[G], there is some b € M[G] such
that Ua = b. In order to show this, fix a € MPF such that a“ = a and let

b={(p,2) | Hq,y) € a,Ir e P({(r,2) ey Ap<r,q)}.

Observe that b € MP. Since a is a P name, any adoty € ran(a) is a P-name.
Then b consists of pairs (p, ) where p € P, 2 € rany for some y € ran(a) Thus
2 € VP, Moreover, b € M since dotb C P x tcl(a).

Now we need to show that Ua C bG. Take w € Ua. Then w € v for some
v € a. Since M[G] is transitive, w,v € M[G]. So for ¢, 2 € MF. and conditions
q,r € G such that w = 29, v =9, (¢,9) € a, (r,&) € 4.

Now, since G is a filter, by downwards directedness, fix p < ¢,7, p € G. But
then (p,2) € b and w = 2% € bC.

Now we want to show that b C Ua. Take ¢ € b and fix (p,i) € b such
that p € G and 2% = c.

By definition, fix (¢,9y) € @ and r € P such that (r, 2) € g, and p < ¢,r. Since
G is a filter, it is upwards closed, so ¢, € G. Therefore 3¢ € y%, §& € a“. So
c € §© for some 3§ € a. O

15.3 Moivation for Genericity of Generic Model Theorem

Suppose P € M, M C M[G]. Then P,G € M[G]. If M|[G] models anything
reasonable, P\ G € M[G]. So if we try to build a name for P\ G, a natural
name is ¢ = {{g,p) |p,q € P, p L q}. Then ¢¢ = {p|3Iq € G, p L q}. Now if
G is a filter, its elements are pairwise compatible, so G N ¢€ = (). But we still
need G U ¢¢ =P.
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Now, for each p € P, set D, = {qg € P|p L ¢V ¢ < p}. It is easy to check
that D, € M is dense. Now if G were generic, we could fix ¢ € GN D,. Then
ifpLlq, pec®, andif g < p, then p € G. Thus GU Y =P.

Proposition 15.12. Suppose M is a countable transitive model of ZF. Then
there exists a P € M and a (non-generic) filter G C P such that P\ G ¢ M[G].

Proof. Discussed in example sheet 3. O

15.4 Forcing relation

To show separation, suppose p(x,%) were a formula, a,b € MF, need to show
that C' = {z € a% | (¢(z,b%))MIE} € M[G]. This is unclear even for p(z,y) =
x ¢ y. We will build a way to reason about when ¢ holds from within M
without having to rely on G.

To do this, define a relation between conditions and names in VT, written p I .
Its relativisation (p I )™ will give us a way to work in M.

Our aim is to define I such that: p I (i) < VG C P with G generic, and p € G,
M[G] E ¢(u¥). A naive definition might be to define (p, ) € § = pI- & € 4.
Why not <. Consider & = {(p,¢)} where p # 1, Then p I+ @ € &. Suppose
q L p, then we will have ¢ I- & =0, and ¢ I- & € 1. But {(¢,2) ¢ 1 = {(1,0)}.
(Note that generics meet dense sets, so suffices to consider dense sets).

Definition 15.13 (P-forcing language). For a forcing poset P, the P-forcing
language FLp is the class of logical formulas using the binary relation €, and
constant symbols from V.

Recall that D is dense below p iff Vg <pds € D.s <q. T

Definition 15.14 (Forcing relation). Let p € P, and &, 7, % € V', we define the
forcing relation, p I ¢(1) recursively as follows:

plIF (i) Ap(a) iff p Ik o(d) and p IF ().
p I —p(u) iff tyhere is no g < p such that ¢ I- ().

p - Jzp(z, ) iff the set {g < p|3i € VF, ¢l o(i,1)} is dense below p.

p k& C g iff for all {(q1,%1) € @, {r < p|r < @1 = o, %2) € y.7 <
g2 A7 IF 21 = 29} This is what was written but probably still check notes
online for this section.
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The idea of this inclusion definition is that for everything in the range of z,
there is something in the range of ¢, and some r € G such that r IF 2; = 2o,
and (g1, 21) € &, (¢2,22) € §. So we want the r to satisfy r < p, g1, ¢a.

e plkieyiff {g<p|3(r2) €eylg<rAqglkz=2)}is dense below p.
e pl-pAY
e Note that pl-2 =y is the same asplFz C gy and plk-y C .

Lecture 14

Remark.

e Formally, p IF & C y and p I & € y are circular definitions, and thus are
we define them recursively.

e All the clauses, except for the existential one, use only absolute notions.
Being dense below a condition is absolute.

e When relativising to M, the key difference for the definition of forcing an
existential is (p IF Jzp(z))™, the 3i € VF becomes Ii € M.

Proposition 15.15. Forp € P, o € FLp, and 1,...,3, € VF, the following
are equivalent:

(i) plk o(Z1,...,2n)-
(i) Vg < p.qlk o(Z1,...,05).
(i) # g < p.-qlk —p(d1,...,Tn)
(i) {r|rlko(t1,...,2,)} is dense below p.

Proof.

(ii) = (iii) Suppose Vg < p, g IF ¢, and Jg < p, ¢ IF =¢. Then there is no r < ¢ such
that I . So g ¥ .

(iii) = (iv) Suppose =3¢ < p, p Ik —p. Take ¢ < p, then ¢ ¥ —p. So fix r < ¢ such
that r IF ¢. So the set is dense below p.

(i) = (ii) By induction on formula complexity:

e For atomic formulas, let O € {€,C}. Then p I+ 0y iff some set A
(from the definition of the forcing relation) is dense below p. Take
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q < p. Then A is dense below g, since if s < ¢ < p, there is some
r < s such that r € A. Thus ¢ I+ 20y.

e Suppose the claim holds for ¢ and .

If ¢ < p, then p IF =p says =3r < p.(r Ik ). Therefore —3Ir <
q(r 1k ). So g IF —p.

Ifplk @A, then p IF ¢ and p IF ¥. So by our inductive hy-
pothesis, g IF ¢ and ¢ IF 1. Therefore g IF ¢ A 1.

If p IF 3z.¢(x), then this says that some set A is dense below p.
This implies that A is dense below ¢ (by our inductive hypothesis),
so ¢ Ik Jz. o(x).

(iv) = (i) As with the previous case, we proceed by induction on formula complexity.

e We will first do atomic formulas. Let O € {€,C} again. To prove
that p IF 20y, we need to show that some set A is dense below p.
But now, we have that {r|r IF 0y} is dense below p (which it is,
by assumption). Fix some ¢ < p, then there is some r < ¢ such that
r I 20y. So there is some s < r < ¢ < p such that s € A. Thus A is
dense below p.

e The proof for p IF Jzp(x) is the same.

Next, suppose that {r|r |- o At} is dense below p. Since r IF @ A
iff r IF ¢ and r IF ¢. By the inductive hypothesis, p IF ¢ and p IF 9.

Finally, suppose {r|r I =} is dense below p. Fix ¢ < p, and
suppose for a contradiction that ¢ IF ¢. Then by (i) = (iii), there is
no r < ¢ such that r I =, this contradicts that {r |7 IF -} is dense
below p.

O

Proposition 15.16. For any P, p,q € P, and name a,be VE:
(i) plFa=a
(ii) (g,b) € a and p < q then pIF b € a.

(iii) If M is a transitive model of ZF and P € M, then for any v, 1, we have
{{g,2) | (g, %) € an(qIF p(2))M} € M. Also, we have that {q|q € PAq I+

(¥(a))M} € M. So there are two ways of relativising, and they both work.
(w) pl- oV iff {g<plqlk e orqlk}.
(v) plk o = iff for all 2 € VF, pl- ().
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Lecture 15

(vi) plFVip(z) iff for all © € VE, pIF ().
(vii) For every o, {p €EP|plk oV plk =} is a dense open set.
(viii) There is no p and formula @ such that p - ¢ and p |- —.

Proof. Example sheet 4 (probably). O

Theorem 15.17 (Forcing Theorem). Suppose M is a transitive model of ZF,
P e M, ¢(u) is a formula, and G is P-generic over M. Then, for any i € M :

(i) If p € G and (p - ()™, then M[G] E o(2%).
(ii) If M[G] E (&%) then Ip € G. (p IF (2))M.

Proof. Proceed by induction on the complexity of formulas. Note that we need
to work with (p IF ¢(9))™, i.e. everything is relatizied, but since relativization
and parameters are only important for statements with existential quantifiers,
we will suppress them if there aren’t any existential quantifiers.

Let U(y) be the claim that for any # € M":
(i) If p € G and (p I- p(x))M, then M[G] F ¢(2%).
(ii) If M[G] F ¢(i%) then Ip € G(p IF p(x))M.
e S0 U(p) = ¥(—p).

(i) Suppose p € G, p Ik =p. Suppose for a contradiction M[G] E ¢, i.e.
©MIG] holds. Then by ¥(y), fix ¢ € G such that ¢ I+ ¢. Since G is a
filter, fix r < p,q. So 7 IF ¢, contradicting p IF ~p. Thus (M),
So (—p)MIEL. That is, M[G] F .

(ii) Suppose that M[G] E —¢, and let D={peP : plkpVplk—¢p}. D
is dense, since if ¢ ¥ ¢, then by definition there s some p < g such
that p Ik =p. Then p € D. So fix p € GND. If p - ¢ then, by ¥(p),
M[G] E ¢. So p - —¢.

o U(p) NU() = T(pAY).

(i) Suppose plF @ Atp. Then pl- ¢ and p IF 4. Also p € G. Since ¥(p)
and ¥(y) hold, M[G] E ¢ and M[G] E 9. So M[G] E ¢ A .

(ii) Suppose M[G] E ¢ Atp. Then M[G] E ¢ and M[G] E 1. Since ¥(p)
and ¥(v) hold, fix p1,p2 € G such that p; IF ¢ and py I+ 4. Since G
is a filter, fix 7 < p1,p2. Then r I- o A .
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o U(p(2)) = ¥(Fwp(x)).
1. Suppose (p IF Fzp(z))™, p € G. Let

D= ({qg<p|3ie V(g ()M
= {g <p|3i e MP(gIF p(2))™} e M

By definition, D is dense. So since G is generic, fix ¢ € GN D. Then
fix & € MF such that (g IF ¢(#))™. So since ¥(p(1)), M[G] E p(i%).
Therefore M[G] E Jz. o(x).

2. Suppose M[G] F Jz. ¢(x). Fix @ € MP. such that M[G] F ¢(i%).
Since ¥(p(x)), there eixsts p € G such that (p IF ¢(£)). Thus {g <
p|(¢IF (%)™} is dense. Then, by definition, (p I 3z. p(x))M.

e U(z =y) We will prove next lecture, and we will assume it for now.
e U(zxey)
(i) Suppose plrz € g, p e G. Let D ={qg<p|Ir,2) cyl¢<rAnglr
& = £)}. By definition, D is dense. Fix ¢ € GN D. Since q € D, fix
(r,Z) € g such that ¢ < r and ¢ IF & = 2. Since ¢ € G, assuming that
U(z =y), M[G] E 2% = 9. Since G is a filter, ¢ < 7, 7 € G, and so
3¢ € 9. So M[G] F 29 € §¢.
(ii) Suppose M[G] F &% € §“. Then fix (r, 2) € § such that » € G and
3% = 2%, Now by ¥(x = y), there is some ¢ € G such that ¢ I- & = 2.
Since G is a filter, fix p € G such that p < ¢,r. Finally, plF 2 € g
and plk 2 =2, so for all s < p, s <r,and sl & = z. This gives that
D is dense below p. hence p IF & € y.

O

Corollary 15.18. Suppose M is a countable transitive model of ZF, P € M,
and (u) is a formula. Then for any name &:

(p - (&)™ < for any P-generic filter G over M with p € G, M[G] E (&%)

Proof.

(=) This is just clause (i) of the Forcing Theorem.

(<) Suppose (p ¥ ¢(z))™. Then there is some ¢ < p such that (g I- —p(i))M.
Now, let G be a P-generic filter over M such that ¢ € G. Then, since G
is upwards closed, p € G. However, M[G] E ¢, but since ¢ € G, then by
the Forcing Theorem, we get M[G] E —p. This leads to a contradiction,
since then there is some p which forces ¢ and —¢ which contradicts part
(viii) of proposition 15.16.
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Definition 15.19 (Star forcing, IF*). Suppose M is a countable transitive
model of ZF, P € M, iy,...0, € M p € P, o(vy,...,v,) a formula. Then
define b5 v by p IFp oq @(31, ..., 5,) iff M[G] F 0(2§,...,28) for al G C P
such that p € G and G is a P-generic filter.

Lecture 16

Lemma 15.20. If M is a transitive model of ZF, P € M, G C P is generic,
then M[G] F Sep.

Proof. Let p(x,v) be a formula, Fr(¢) C {x,v}. Then it suffices to prove that for
any a,v € M[G], b = {x € a| M[G] E ¢(x,v)} € M|G]. Fix names a,7 € MF
such that 4% = a and v¢ = v.

Any element of a“ is of the form #¢ when (p,#) € @ and p € G. Thus
b={2%|3p. ({p,&) €aApe GAM[G]E p(E% a%)}

. Let b= {(p, )| (p, &) € dota A (p - @(i,7))M} € M. Thus b% € M|[G].

So

z € b¢ sthere is some P-name & € M such that ¢ = z, (p, &) € a, (pl (@, 0)M.
sz e o and M[G] E o(z,v)
Sreb

Lemma 15.21. M is a transitive model of ZF, P € M, G C P is generic.
Then M[G] E collection. It’s easier to show that it models collection than
replacement.

Let ¢(x,y,v) be a formula with Fr(y) C {z,y,v}. Fox a,v € M|G] with names
a, v € MP.

Suppose that M[G] E Vx € a Ty, ¢(x,y,v).

Then we claim that 3b € M[G] such that M[G] EVz € a3y € b. p(z,y,v). To
prove this claim, let C = {(p, %) |p € P, & € ran(a), 3y € ME(p I+ (2,7, 0))™}.
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Lecture 17

Now, for all (p,4) € C. 3y € MF(p I+ @(d,7,0))M.

Note that there may be class many g such that p IF ¢(&,y,0). Using collec-
tion in M, there is a set B € M, B C MP such that V(p,&) € C, Idoty €
B.(pIF ¢(i,9,9))™. Finally, set b= {(1,9) |y € B} € MF. Now to show that

b€ suffices, fix x € a. We can find (¢, %) € @ such that ¢ € G and #¢ = z. By
our assumption, M[G] IF Jy ¢(x,y,v). So fix 2% such that M[G] F ¢(z, 2% .0v).

Then by the forcing theorem, fix p € G such that (p I+ ¢(&, 2,7))™. From
this, it follows that (p,z) € C. So we can fix ¢ € B such that (p IF ¢(&, 7, 9))M.
Therefore (1,7) € b. Since 1 € G, ¢¢ € b°. Finally, by the forcing theorem,
MIG] E 9% € b9 A (%5, v). Note that we haven’t used power set here, so if
ME ZF~, then M[G] E ZF™. O

It only remains to show that if M F ZFC, then M[G] E power set.

Recall:

(a) for all (g1,z1) € &, {r <p|lr<q — Hgz,22) €y. (r <@ ATl i =29)}
is dense below p.

(b) For all (g2,22) €y, {rep|r<qg — FHq,%1) €x.(r <qArlk i =29)}

Then, continuing to prove the forcing theorem, it remains to prove:

Lemma 15.22 (F). or any @, € MF,
(i) If p € G and (p - & = §)M, then M[G] E ¢ = 3©.
(i) If M|G] F 3¢ = §¢, then Ip € G(p IF = = y)M.

Proof. We proceed by transfinite induction on the pair (&,7) when ordered
lexicographically.

(i) Suppose p IF & =5, p € G. To prove that M[G] F &% = ¢, it suffices to
show that M[G] F ¢ C ¢, and then we obtain equality by symmetry.

Any element of #¢ must be of the form & where (g1, 2,) € &, and ¢; € G.
Since G is a filter, fix s € G such that s < p,¢;. Since s < p, sk & =7g.
So

{r<s|r<qg — g, 2) €y.(r<gArkz=2)NG #0.
Fix r in this intersection. Then r < s < ¢1. So fix (g2, 22) € y such that
r < qaArlF 2 = Z. Since G is generic, g2 € G. Therefore 2{ € §©.

Then by induction, since 7 € G, M[G] F 2{ = 2§. Thus, ¢ € 9. So we
have proven that M E & C yG.
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(ii) Suppose M[G] F ¢ = ¢“. Then define D to be the set of conditions
r € P such that at least one of the following hold

0) rlFz&=7q.

(@) Hq,21) €. (r < uAY{(g2, 22) € 9, Vs € P((s < g2 A s Ik 21 = 29) —
sLr).

(b’) 3<QQ,2'72> S y(’l‘ < g N V<ql,2'21> € Vs e IP)((S <q@aANslkz = 2’2) —
s Lr)).

Note by separation in M and absoluteness results, D € M. Then we
claim:

Claim: D is dense.

To show this, fix p € P and suppose p ¥ & = y. Then at least one of
(a) or (b) in the definition of I- for equality fails. Suppose it were (a),
then we can fix (g1, 21) € 4 such that {r < p|r < g1 = g2, %2) € Y(r <
g2 A1k 21 = Z5)} is not dense below p. This means we can fix s < p such
that

Vr <s.(r<qr AV{ga,22) €9.0(r Ik 2 =22 Ar < q2)) (%)

. Observe that this gives s < ¢1. Now, if we fix (g2, 22) € y, r < g2, and
7 IF 21 = 25, then it must be the case that r» L s, as any common extension
of s and r would contradict (). Thus, s < p and s satisfies (a’).

Since D is dense, D is dense below p € G, G is P-generic, fix r € GND. We
shall show r satisfies (0), which finishes the proof. Suppose for contradic-
tion that r satisfies (a’), then we can fix (g1, z1) satisfying the statement
of (a’). Since r € G and r < ¢, we must have that ¢; € G by upwards clo-
sure of filters. Therefore M[G] F z{ € &% = §%. So we can fix (g2, 22) € y
such that ¢» € G and M[G] F ¢ = 2§. By the inductive hypothesis, fix
p' € G such that p' IF 21 = 25. Now since G is a filter, and p’, g2 € G, we
can find s € G so that s < p/,q2. Then s IF 2; = %5, so by (a’), s L r.
But now s € G and r € G so they must be compatible. Contradiction.
Therefore (a’) doesn’t hold for r. By symmetry, neither can (b’). Then
since r € D and one of (0), (a’), and (b’) must hold, (0) must hold.

O

Recall from last lecture that if M F ZF ™, and G is P-generic, then M[G] F ZF~.

Lemma 15.23. If M E ZF, then M|G] E ZF.

62



Proof. Tt only remains to prove power set. For this, it suffices to show that if

a € M[G], then P(a) N M[G] = {x € M[G]|z C a} C b for some b € M[G].
Fix a € M[G] with corresonding name a. Then define
S = {z € M| ran(z) C ran(a)} = P(P x ran(a))™.

Let b = {(1,i) |z € S} € MF. Let ¢ € P(a) N M[G], we need to show that
c € bY. Let ¢ € MF be such that ¢ = ¢¢. Then let

i={(p,2)|z€ran(a) A (pl- 2 € &)M} € S.

G_ G _

Claim: ¢~ =c.

(#9 C ¢) To show this, fix 2¢ € 2. Then by definition, we can fix p € G such
that (p, 2) € x. From this it follows that z € ran(a) and p I 2 € ¢. Since
p € G, by the Forcing Theorem, M[G] F 2% € c.

(¢ € %) Since M[G] E ¢ C a“, we know every element of ¢ is of the form ¢, for
some pair (g, %) € a with ¢ € G. Also, if M[G] E ¢ € ¢, then by the
Forcing theorem, we can fix p € G which forces this, so p IF 2 € ¢. Thus
{p,2) € 2. So 29 € i©.

O

Lemma 15.24. M E ZFC™ = M[G] E ZFC™. (And obviously also for ZFC, by
the above).

Proof. To show this, we will show well-ordering holds. It suffices to show that
any a € M[G] can be well-ordered in M[G]. (There is definitely one in the uni-
verse, since a is countable, but we need to show that it exists in M[G]). Using
well-ordering in M, list the elements of ran(a) as {#, : @ < §} for some 6 € Ord.

Then let.f' = {1, |(X(| & 7)) |a < 6} € ME. Then in M[G], fé = {a,25) |a <
§}. So f¢ is a function with domain § and a C ran(zdotf<). Therefore, define
a well-order on a by saying x < y if and only if

min{a < §| f€(a) = 2} < min{a < §| f9(a) = y}.

Which finishes the proof. O
Remark.

1. fG may not be injective, we could have & = xg

2. ran(fG) may not equal a. (Elements of a are (p,z,), if p ¢ G, we may

not have 2§ € a).
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3. For Power set it sufficed to find a set of names which contained enough
names to represent all possible subsets of a.

4. M|G] E ¢ should be considered as a ternary relation, it is a statement
about M, about GG, and about ¢. We could have two generic filters G and
H, such that M[G] E ¢ and M[H]| E —¢.

5. We were careful to write (p IF )™ with the relativisation to M. However,

we will drop this relativisation when it is clear.

Lecture 18

Lemma 15.25. Let ¢ and ¥ be two formulas in our forcing language. Let M
be a countable transitive model of ZFC, and let P € M. Then for any p € P,
and x € MF:

(i) If ZF =Y. (p(v) = ¥(v)) then
(p 1= p(@)™ = (p - (@)™
(i) If ZFC Y. (o(v) <> (v)), then

(pIF (@)™ & (p - (i)™

Proof. Suppose ZFC F Yv.(p(v) — 9(v)). and (p IF ¢(@))™. Since M is
countable, let G be a P-generic filter over M such that p € G. By the forcing
theorem, M[G] F ¢(#%). Then since M[G] F ZFC, we must have M[G] F
Y(2%). By the forcing theorem, since true for all generics containg p, (p IF

Y(@)M. O

16 Forcing and Independence Results

We want to show Cons(ZFC+V # L) assuming Cons(ZFC). Before we do that,
we need one theorem:

Theorem 16.1. Let M be a countable transitive model of ZFC, then there is a
countable transitive model N O M of ZFC such that N E ZFC+V # L.

Proof. Let M be a countable transitive model of ZFC, and P € M be any
atomless forcing poset (i.e. having no minimal element). The obvious example
of this is Fn(w,2). Since M is countable, let G be P-generic over M. Since P
is atomless, G ¢ M. So M C MJG] is a model of ZFC. By the generic model
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theorem, OrdNM = Ord NM(G]. Therefore, Loranm = Loranmic) = LM C
M € M[G]. Therefore M[G] # Lowanmic) = L. So (V # L)MICL O

This doesn’t yet give us the consistency proof, since we had to assume the
existence of a countable transitive model. Now we prove:

Theorem 16.2. Con(ZFC) = Con(ZFC+V # L). Therefore ZFC¥F V = L.

Proof. Assume that ZFC + V # L gives rise to a contradiction. Then, from a
finite set of axioms I' of ZFC 4+ V # L, we can find ¢ such that I' - ¢ A =), By
following the previous proofs, there is a finite set of axioms A of ZFC such that:
ZFC F if there is a countable transitive model for A, then there is a countable
transitive model for I' + V # L.
A should be sufficient to:

e Prove the basic properties of forcing and constructibility.

e Prove the necessary absoluteness facts (e.g. “finite”, “partial order”).

e Prove facts about forcing (the forcing theorem)

e Finally, to be such that ZFC can prove that if M is a countable transitive
model of A, P € M. G is P-generic over M, then M[G] ET.

Finally, by reflection, since A is finite, and a subset of ZFC, there is a countable
transitive model of A. Therefore there is a countable transitive model of I'+V
L Bt T F A= SoNEpA—1p Sot A=)V, So by relativisation,
ZFC + N A =N, So —~ Con(ZFC). 0

Remark. Someone showed that this can be done in Isabelle (very recently).
This is called “The formal verification of the ctm approach to forcing.”

To get Con(ZFC) = Con(ZFC + —~CH) takes ZC plus 21 instances of replace-
ment.

16.1 Cohen Forcing
Fix M to be a countable transitive model of ZFC. Recall that for I,J € M:
e Fn(I,J) ={p||p| < w, pis a function,dom(p) C I, ran(p) C J}.
e Also (Fn(I,J),2,0) is a forcing poset.
e Fn(I,J) e M.
e Fn(I,J) has the countable chain condiion iff I # () or J is countable.
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o The sets D; = {q € Fn(I,J)|i € dom(q)}, and R; = {¢ € Fn(I,J)|j €
ran(q)} are dense for alli € I, j € J.

Now, suppose that G C Fn(I, J) ws Fn([, J)-generic over M. Since G is a filter,
if p,g € G, then pNq € G. Soif p,q € G, then p and g agree on the intersection
of their domains.

Since wherever they overlap, they agree, we can take fg = UG. Then fg is
a function with dom(fg) C I, and ran(fg) C J. Note that a name for fg is

f={p.IX(7,)) |p € P, (i, ) € p}.

Since D; and R; are dense for all ¢, 7 GND; # emptyset so i € dom(fg). Thus

Proposition 16.3. If G C Fn(1,J) is Fn(I, J)-generic over M and I,J # 0,
then M|G| E fc : I — J is a surjection.

Proof. Omitted. O

Proposition 16.4. Suppose that I,J are non-empty sets, at least one of which
is infinite. Then |Fu(I,J)| = max{|I|,|J]|}.

Proof. Each p € Fn(I, J) is a finite function, so Fn(/,J) C <“(I x J). Then:

[ F(L, 1)) < (I x J)=]
=|IxJ|
= max{|I|,|J|}.
For the reverse, fix ig € I, and jo € J. Then {{ig,j)|j € J}U{{i,jo)|i € I}

is a collection of |I U J| many distinct elements of Fn(I,.JJ). Then |[I U J| =
max{|/],[J|} < |Fn(l,J)]. O

To provide a model where CH fails, consider Fn(wj! x w,2). Consider fg :

Wit x w — 2. Let g : w — 2. be defined by

fG(avn) = ga(n)~
In order to get that M[G] F ZFC + —CH, it remains to:

e Prove that for a # 3, go # 9s-

M[G]

e Prove that wj MGl M

=w; and w; =wy".
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It will turn out that the countable chain condition (ccc) guarantees that all
cardinals in M remain cardinals in M[G]. This is not trivially true, consider
the following examples:

Example. Let £ be an uncountable cardinal in M. Consider Fn(w, x). Then in
MIG), fo : w — K is a surjection. Therefore (s is countable)*I%l. The reason
this broke was because Fn(w, k) does not have the countable chain condition.

Lecture 19

Definition 16.5 (Preserving cardinals/cofinalities). Let P € M be a forcing
poset. Then we say that:

(i) P preserves cardinals iff for every generic filter G C P on M
)M

MIG]

(k is a cardinal)™" < (k is a cardinal)

for all k € Ord.

(ii) P preserves cofinalities iff for every genric filter G C P over M
ot (y) = ()

for all limit ordinals v € Ord NM.

Remark.
e Being a cardinal is IT; definable, so downwards absolute.
e Finite and w are absolute.

Also, remember that we showed the forcing Fn(w, k) collapses k, so there are
forcings which do not preserve cardinals.

Lemma 16.6. Suppose P € M is our forcing poset. Then

(i) P preserves cofinalities iff for all P-generic filters G for all limit cardinals
B with w < B < OrdNM,

(8B is regular)™ — (8 is regular)™IE],

(i) If P preserves cofinalities, then P preserves cardinals.

Proof.
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(i, =) Suppose P preserves cofinalities, and G is P-generic. Fix 5, w < 8 <
OrdNM, a limit. Then if (8 is regular)™, 8 = f™(8) = fME(B). So
if 8 is regular in M then it is regular in M[G].

(i, <) Let 5 be a limit ordinal with w < v < Ord M. Let 8 = cf*(v). Then j
is regular in M, since the cofinality of an ordinal is always regular. Let f €
M, f: B — v be strictly increasing and cofinal. Then if 3 is uncountable
in M, then (8 is regular)M[G] holds, by assumption. Otherwise, 8 = w.
Then (8 = w)MI 50 (B is regular)M[E]. Finally, since f € M, f € M[G],
so there is a strictly increasing cofinal map from § to v in M[G]. Thus,
MG () = MG () = B = ¢fM(~), so cofinalities are preserved as
required.

(ii) Suppose P preserves cofinalities and let x be a cardinal in M. One of
three cases occur,

(a) k < w,so (k <w)MIE so (k is a cardinal)MIE],

(b) & is regular. Then by (i), (s is regular)™[C]
implies cardinal, so (s is a cardinal)M[“],

. In particular, regular

(c) (k is singular)™. Then r is the supremum of a set of regular cardi-
nals. So since P preserves regular cardinals, every element of this set
is regular in M[G]. Therefore & is the supremum of a set of cardinals
in M[G], and thus a cardinal in M[G] (by a question on Example
Sheet 1).

O

Lemma 16.7. Let A, B,P € M. Then if (P has the ccc)™, and G is P-generic
over M. Then for any function f € M|G] with f: A — B, there is a fucntion
F € M with F : A — PM(B) such that for alla € A, f(a) € F(a), |F(a)| < No.

Proof. Suppose that f: A — B is our function in M]G]. Since A, B are in M,
let A, B be the canonical names. Let f be a name for f. Then, by the forcing
theorem, there is a p € G such that

plF f :A—> B

is a function.

Define F : A — PM(B) by F(a) = {b € B|3¢ < p. (¢ - f(a) = b)}. Then we
prove that F'(a) has the desired properties.

Claim: F € M.

This is fine, since by the definability of the forcing relation, we have that
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F(a) € M for all a € M. So, since A € M, F = {{a,F(a))|a € A} € M
by replacement.

Observe: I is a function.
Claim: f(a) € F(a).

Suppose that M[G] F f(a) = b for b € B. Then by the forcing theorem,
we can fix ¢ € G such that ¢ I f(a) = b. Since G is a filter, fix r < p,q with
r € G. Then r forces that f is a function, and that f(a) =0b. So b € F(a).

Claim: |F(a)| < No.

Working in M, using the axiom of choice in M. For each b € F(a), choose
q» < p such that g I+ f(a) = b. We shall show that ¢, L ¢. for b # ¢, and then
the countable chain condition will entail immediately that |F'(a)| < Ng.

Suppose not, then r < gp, g since they are compatible. Then r I+ f A
Bis afunction A b # & A f(a) = b A f(@) = ¢. Now let H be a generic
filter with » € H. Then r < p and M[H| F f : A — B is a function A
f(a)=b A f(a) =c Ab# c. This gives a contradiction. O

Theorem 16.8. IfP € M and (P has ccc)™. then P preserves cofinalities and
hence cardinals.

Proof. Using the previous lemma, it suffices to show that if w < 5 < OrdNM,
and f is a limit, then if (8 is regular)™ then (3 is regular)™[%]. Suppose for a
contradiction that /5 is regular in M but singular in M[G].

Then in M[G] fix a cofinal map f : a — S for some a < 5. So in M there
is some function F : a — PM(B) such that for all v € «a, f(y) € F(v), and
|F(v)| < Ng. Then let

X = Fm.

y<a

Then we have that X C 3, and X is the union of less than S-many countable
sets. So X # (5. But, f was a cofinal function, so:

s f@.

a<ly

But this means 3 is contained in X by the definition of our approximation map
F. Therefore 8 = X. But this is a contradiction. O
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Lecture 20

16.2 The Failure of CH

Theorem 16.9. Fiz a < OrdNM and let k = (N,)M. Let P = Fn(k x w,2),
and let G be P generic over M. Then M|G] contains a k-length sequence of
distinct elements of 2. Hence,

MG E ZFC 4 2% > k = R,,.

Proof. Let f = UG € M|G]. Then we have already shown earlier that f is a
function from x x w onto 2. For 8 < k, let gg : w — 2, gg = f(B,n).

Claim: o # (3, go # gs. Then define E, g € M by

Eop = {g € P[3n.({8,n), (a,n) € dom(q) A ¢({8,n)) # ¢({,n)))}

Then to prove that E, g is dense, fix p € P. Since p is finite, tere is some m
such that (8, m), (o, m) ¢ dom(p).

Define ¢ < p by ¢ : dom(p) U {(B,m), (o, m)} — 2 by

e p(2) = q(z) if z € dom(p).
e q((8,m)) = 1.
* g((a,m)) =

Then q € E, g. Since G is P-generic, fix ¢ € G N E, g. Then:

ga(m) = f(B,m) = q((B,m))
# q((a,m>) = f(a,m) = ga(m)'

for the chosen m.

Finally, since P has the ccc in M, P preserves cardinals, so Kk = (NQA[G]). To
recap the previous lecture, we had that if M were a countable transitive model
of ZFC, and o < OrdNM, and (k = 8o )™, P = Fn(k X w,2). Then letting G

be P-generic, and UG : k X w — 2.

Then for v < &, we defined g, : w — 2 so that g,(n) = UG(y,n). Then if
Y#7, gy # gy. So M[G] E 2% > i =R,. Taking a = 2 gives us a model of
ZFC where the continuum hypothesis fails.

Theorem 16.10. Con(ZFC) = Con(ZFC 4+ —CH).
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Proof. We won’t rewrite this proof, since it follows from the proof last lecture.
O

Definition 16.11 (Cohen reals). The g,’s that we added to M are called
Cohen reals.

In particular, we say that ¢ : w — 2 is a Cohen real over M iff

3H. (H is Fn(w, 2)-generic over M and ¢ = UH.)

Proposition 16.12 (Konig). 2% # k for any k with cofinality Ng.

Proof. This was proven on the first example sheet. O
Moreover, under GCH, for any x, we have that cf(k) # w iff k¥ = k.

In the proof of the power sex axiom in M|G], we showed that given a € M¥, a
name for its power set was P(P X ran(a)). But this is a very large object, and
we want to get a better bound than this.

Theorem 16.13. Let M be a (countable) transitive model of ZFC, assume that
(k = Ry AKY = k)M, Let P = Fn(k x w,2) and let G be P-generic over M.
Then M[G] E 2% =R, = k.

Proof. We already have M[G] F ZFC + rk = X, < 2%o.

To show the other direction, let & be a name for a subset of w. For n € w,
let Bz ={peP|(plFnei)V(plkn¢i)}. Then E;, is dense in IPﬂ Next,
for each n € w, choose a maximal antichain A;, C E;, (this is possible by
ES3Q48).

Now, define 2, = U {(p,7)|p € Asn Ap I 7 € &}. We call such a name
new
“nice.” Then:

Claim: 1 Iz = 2,.

2Because if we take any condition g, then either g forces that 7 € &, or g does not force it.
If ¢ does not force it, that means it must be dense below that there is a condition that forces
its negation, from the definition.
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To show this, it suffices to prove that for every n € w, the set D;,, = {q €
EinllglFn e x) < (¢lFn € 2,)} is dense. Fix n € w and p € P. Then
since E; ,, is dense, we can fix some condition py < p such tat py € E; . Now
because Az, is a maximal antichain, we can fix our condition go € A; ,, such
that po || go, i.e. such that py and gy are compatible. Now fix r < pg, go. We
show that r € D; ,,.

o If rIFn € &, then go IF 7 € &. Thus (g, 7) € 2,. Sorl-n € Z,.

o If r Ik n € Z,, then by definition, {s < 7 |3(q1,Mm) € ;. (s < g1 Asl-m =
n)} is dense below r. This can only happen if there is some (¢1,7) € 2,
such that r || ¢1. So this ¢g; must be in the antichain, but also we had that
Qo is in the antichain. However, they are both compatible with r. This is
only possible if gy = ¢1, so {go, ") € Z,. Thus qo IF 72 € . So, since r < qo,
riEn e Thusr € Dy .

We have shown that every subset of w has a “nice” name. Computing the
number of nice names:

e |P| =k.
e Since P has the ccc, every antichain is countable.
e Thus, there are at most (k% x w)* = }ﬁ many “nice” names.

So M[G] E 280 = k. O

16.3 Precise Values of the Continuum

Corollary 16.14. Con(ZFC) = Con(ZFC + 2% = R, ). But becuse we worked
in such generality, it could be Nia, it could be N, 3.5, even N, .

Corollary 16.15. The following are equiconsistent:
e ZFC + 3 a weakly inaccessible cardinal
e ZFC+ 3 a strongly inaccessible cardinal + GCH.
o ZFC + 20 js weakly inaccessible.

o ZFC + 3k, weakly inaccessible and not strongly inaccessible.

Proof. To go from the first to the second, just go into L. This was shown in an
example sheet. To go from the third to the fourth, 2%° exhibits such a k. To go
from the fourth to the first is immediate. All that’s left is going from the second

3

k% is the number of antichains, multiplied by w because our conditions are of the form

(p,n), and then all raised to the w, since we have to do this for each n € w.

72



Lecture 21

to the third, “can we have the continuum being weakly inaccessible?” And the
answer is yes, we can, just take the forcing Fn(k X w, 2) where & is the strongly
inaccessible. Then 280 gives a weakly inaccessible cardinal. O

Remark. When trying to build models of ZFC + 2% = k, we often assume
GCH just for convenience (i.e. we work in L or something like L) because we
usually only care about consistency results anyway.

Example. What happens when we consider Fn(R,, x w,2). Let G be Fn(X,, x
w, 2)-generic. Then M[G] F 2% > R,,. Then we want to get an upper bound,
which we know (by Kénig’s lemma) cannot be X,,. Assuming GCH,

cf(k) =w =K =xk".

Thus

€

<2
<N

So M[G] E 2% =R, ;1. So this is what happens in this case.

Another remark on GCH is that we can have 2% < R, but R¥0 = Ng‘jrl = Ny4o.
This is hard to prove and requires the existence of certain large cardinals.

If M F 2% =R, > Ng, and Fn(Rg x w,2). and G is generic on this set.
Then the continuum is greater than the number of reals we add, so we have
M[G] E 2% =R,,.

Remark. The following are equiconsistent:
e ZFC + d measurable + CH
e ZFC + d measurable + —CH.
And the same for 10-13, and it still holds even if we replace CH with GCH.

Remark. ZFC+ Proper Forcing Axiom implies 280 = Ry,

17 Generalized Cohen Forcing

Suppose ZFC + CH + 2%t = R3. Our first idea might be to have be our forcing
poset Fn(ws X wy,2). The issue is that this doesn’t give us CH.
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Proposition 17.1. Suppose M is a transitive model of ZFC + GCH, and we
have K so that (k = Ry A k¥ = k)M, Let P = Fn(k x w,2), and let G be
P-generic. Then for any cardinal X in M such that o < X\ < k in M[G], then

o {m, if cf(k) > A
kT dfef(k) < A

Then there is a natural bijection between ws X w and ws X wy. From this, it will
follow that in M[G]:
20 = 281 = .

Proof. Omitted? or maybe we're about to do it. O

Definition 17.2 (Fn,). Let I, J be sets and « a regular cardinal. Then
e Fu, (I,J) = {p|lp| < k Adom(p) C I Aran(p) C I}.
e Maximal element is ().

e The ordering is given by ¢ < p iff p C ¢.

Remark.

 Fny(L,J) = Fn(l, J).

e Fn,(I,J) is not absolute for k > w. Moreover, if M is a CTM, then
Fn,(I,J) ¢ M, so we need to consider (Fn,(I,J))™

e For k > w, Fn, (I, J) does not have the ccc. (of course, aslongas I, J # 0).

If G is Fn, (I, J)-generic over M, then f = UG is a function from I to J.

et P = Fn,(A X k,2), and let A\ > &, k is regular, and A* = . By a similar
argument to the w case,

f=UG, ho 1k — 2 ha(B) = f(a, B)

This is a sequence of A-many distinct functions from k to 2, by the exact same
“nice” names argument from earlier, in M[G]] there are precisely A-many func-
tions from k to 2. So M[G] E 2" = \.

Our aim is to show that Fn, (I, J) preserves cardinals.

Definition 17.3 (x chain condition). This is an analogue to the countable
chain condition, we say that P has the x chain condition iff every antichain
has cardinality less than
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Remark. The ccc is the N;-cc.

Definition 17.4 (Preserving cofinalities > k). We say that P preserves

cofinalities > r iff for every G, cf™(y) = cfME () for all limit ordinals

v € OrdNM with cf™ () > .

Lemma 17.5. Suppose that P is our forcing poset in M,
(k is a regular cardinal)™, then

(i) P preserves cofinalities > k iff for all P-generic filters G, for all limit
ordinals 8 with k < B < OrdNM:

(8 is reqular)™ = (B is regular)™1C],

(i) If P presrves cofinalities above k, then P preserves cardinals above k.
Proof. Omitted, it might be on the example sheet. O

Lemma 17.6. Let A, B, P € M, (s is reqular)™, (P has the r-cc), G is P-
generic over M. Then for every f : A — B in M|G|, there is a function
F:A— P(B) in M such that for all a € A:

e fa) € F(4)
o (|F(a)l < r)™

Proof. Omitted. O

Theorem 17.7. If P € M, (x is reqular)™ and (P has the k-cc)™. Then P
preserves cofinalities > k and hence cardinals > k.

Proof. Omitted O

From the examples sheet, for any infinite cardinal x, Fn, (1, J) has the (]J|<%)*-
cc. In particular Fn, (A x 5, 2) has the (2<%)*-cc. We won’t prove this in lecture,
it will be on the examples sheet, but we will prove a weaker version that gives
us what we need.
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Lemma 17.8. Let k be a reqular cardinal, (2<% = k)™, (1 < |J| < 2<H)M,
then P = Fn, (I, J)™ has the k7 -cc.

Proof. Tf I = () then trivial, so assume I # (). Let W be an antichain in P, To
show |W| < &, we construct chains (A, |a < k) in I, and (W, |a < k) such
that:

(i) Fora<f8 <k, Ay CAgCI, W, C Wz CW.
(ii) For v a limit, Ay = UgeyAa, Wy = Uacry Wa.
(iii) W = UgeuWa
(iv) For all o < &, |W,/|, |4al < k.
Assuming we can do this, by the regularity of k™, |W| < k.
How do we build this? Well, we’ll start by setting Ag = Wy = (). Then as-
sume that A,, W, are defined. Then for each p € P with dom(p) C A,, using

AC, choose g, € W such that p = g, | A (if it exists, if it doesn’t we just move
on and everything is fine).

Then W11 = Wo U{g,| dom(p) C A,}. If dom(p) were contained in Ag,
with 8 < «, then the ¢, we pick here should be the same as the ¢, that was
picked at stage 5.

Then define A, 1 = U{dom(q)|q € Wy41}-

Finally, set Ay = UaycyAa, Wy = UacyWo when v is a limit, and then de-
fine A = Up<rkAa.

Claim: W = Uy« Wy.

By construction, Uy« Ws C W. Fix ¢ € W. Firstly, dom(q) N A # 0. Oth-
erwise, take ¢ € W1. Then dom(q;) C A. So if dom(g;) N dom(g) = 0, then
dom(q1) || dom(g), contradicting g1,q € W.

Since dom(q) N A = @ and |dom(q)| < s, dom(q) N A = dom(q) N A, for
some .

Now define p = q | A,. Then there is some ¢’ € W, such that ¢’ | A, = p.

Since dom(q’) C A, so ¢q||¢’. Since W is an antichain, this is only possible if
/

q=q.

Claim: For all a < k, [W,/|, |Aa| < k. Proven by induction.
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Lecture 22

e The limit cases follow by regularity.

o If |WW,| < K, then |A,| < & because ¢ lie in Fn, (1, J), the & is the impor-
tant part here.

e Suppose |W,| < k. Then since every ¢ that is added to W, is chosen from
some p € P, dom(p) C A,, so

Waria| < [Wal + {p € P[ dom(p) € Ao}l

e Since |A,| < K, and |dom(p)| < & |[Aa]<F| < K<F = 2<F = k.

So we have P = Fn,(\ X £,2), M[G] F 2¢ = X and all cardinals > s are
preserved.

17.1 Closure and Distributivity

Definition 17.9 (k-closed). A poset P is k-closed iff ¥ < &, every decreasing
sequence (pq | < d) in P has a lower bound.

Le. for all o« < 8 < 4, if pg < p, then Jq, Vo < 6. ¢ < po

Definition 17.10 (< s-closed). P is < k-closed iff it is A-closed for all A < &
cardinals. That is, any decreasing sequence of conditions (p, |a < 7y) has a lower
bound.

Definition 17.11 (< s-distributive). P is < k-distributive iff for every v < &,
the intersection of < k-many open dense sets is open and dense. Remember that:

e D is dense if VpinPdq € D.q < p.
e DisopenifVpe D, VgeP.(¢g<p—qé€D,).

Lemma 17.12. P is < k-closed = P is < k-distributive.

Proof. Omitted O

Lemma 17.13 (I). f (k is regular)™ then Fn, (I, J)M is < k-closed.
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Proof. Omitted O

Theorem 17.14. Let A,B,P € M, (k isa cardina)™, (|[A] < r)M,
(P is k-distributive)™. Let G be generic, then any function f € M|G] with
f:A— B has f € M.

Proof. Suffices to prove the statement for A = ¢ when ¢ < k. Suppose M [G] E
f 6 — B. By the forcing theorem, fix p € G such that pl- f:0 — 5. fisa
name for f.

For each o < 4, let D, = {¢ < p|3z € B.q I f(&) = &}. This is open
and dense, so since P is k-distributive, we can take D = Ny, D, is open and
dense below p (open is a technical condition which makes things work, the key
point is that it is dense). So fix ¢ € D N G. To argue this is in M, for each
a < 0, choose z,, € 8 such that ¢ IF f(&) = &,. Now define

g:0—p

Q> T

Then g € M. But for any a < §, we have
gk f(&) = o = §(a)

.So M[G]F f=g. So f e M. O

Theorem 17.15. Let I,J,k € M, suppose (k is regular)™, (2<% = k)™, and
(|J] < k)M. Then Fn,(I,J)™ preserves cofinalities and hence cardinals.

Proof. Recall, it suffices to show that for every limit ordinal 5 < Ord "M, if g
is regular in M, then S is regular in M[G]. There are two cases to consider:

(B > k) Since (|J| < k = 2<K)cM Fn, (I, J)M has the xt-cc. So Fn,(I,J) ore-
serves all cardinals and cofinalities above x*. In particular, if (3 is regular)™
then (f is regular)™IC],

(B < k) We will show that if (3 is singular)™[] then (8 is singular)™. In M|G],
fix § < B, f@Q§ — [ cofinal. Since M is transitive, § € M. Since

P is k-closed, f € M. So (B is singular)™. Then we are done by the
contrapositive.

O
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Theorem 17.16. Suppose (r,\ are cardinals)™, that Ry < k < A, and that
(k is regqular)™, (2<% = )M, (X\* = MM, Let P = Fn.(\ x k,2), G be P-
generic over M. Then P preserves cardinals and M[G] E 2" = \.

Proof. Comes from the above O

17.2 Fixing multiple values of the continuum

Theorem 17.17. Suppose there is a countable transitive model of ZFC + GCH,
then there is a countable transitive model of ZFC satisfying any of the following
statements:

(i) CH + 281 =R
(ii) 280 = 2% = Ry 4 282 = N 5.

(iii) For a fived n € w, for all m < n, 2% = Ny, 4 3.

Proof. Let M be a ctm of ZFC 4+ GCH. Then
(i) Let P = Fny, (ws X wy,2). If G is P-generic, then
MG] E 2% =R,
Also, as P is wi-closed, it doesn’t add new functions from w to 2, so
(CH)MICL,

(ii) First, force Py = Fny, (wwrs X wa,2)™. Let G be Py-generic. By closure,
(2<% = R )MIGo](RE1 = R)MIGol| Now let Py = Fny, (w5 x w, 2)M[Gol,
Let G be Py-generic, then M[G1] F 2% = 281 = Ry as well as 282 = R, 5.
Recall a result that if we make the continuum have size (e.g.) alephs, and
we are beginning from a model of GCH then for any cardinal Xy < A < &
in M, in M[G] we have 2* = k or 2* = kT depending on cf(k).

(iii) Similar.

Remark.

e [t is necessary to start at the largest cardinals and work backwards for
cardinal arithmetic to work.

e Our iterative approach works for any finite number of cardinals.

e See later how to get forcings of the sort 28 = 2%2n+3 for all n € w, i.e.
infinitary forcings.
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Lecture 28

Proposition 17.18. Suppose M is a countable transitive model of ZFC,
M E 2% =R, fora > 1. Let P = Fny, (k x Ny,2). Then if we let G be
P-generic, in M[G] we get a model of CH, and all cardinals 6 of M with
(R < a < RHM.

In particular WM NQ/I[G], This is because we can encode subsets of Wg
into the forcing which we are using here.

Proof. Example sheet 4 (I think).

Observation: If (dis a cardinal)™, and (§ > |[P[)™, then (is a cardinal) ™[],
Observe also that P has the |P|*-cc.

Recall that p I Jzp(z) iff {¢ < p|Iz € VE. ¢ IF p(z)} is dense below p. In
most cases, the witness @ doesn’t depend on the filter. For example, p I- Jz(a €
z Ab e z). We don’t need the generic to find a name as & = |(}(| @, b).

Lemma 17.19 (The mixing lemma, ZFC). Suppose (p IF Jzp(z))™, then Iz €
ME such that (p I o(z))M.

Proof. Since the set {¢ < p|3z € MF.q I p(x)} is dense below p, it contains
a maximal antichain, D (this requires choice). Now, for each of our conditions
q € D, choose i, € MF such that ¢ IF (i,). Without loss of generality, we
may assume that if (r,y) € i, then 7 < ¢. This is because if r £ ¢ then there
are two cases:

e r L g, but if this is the case, then ¢ - 2, = %4\ (r,9).
16 7{|q, then define &, = (i,\ (r, ) U{(s,4) | s < r.q}. Again, qIF &, = &,

Now if ¢,¢' € D and ¢ # ¢, then ¢ L ¢’ so ¢’ IF &4 = 0. Next, let & = U{@,|q €
D}. Then if ¢ € D, g I & = &4. By the Forcing theorem, ¢ I (&) (since it
forces it for &4, and that & = @,).

It remains to prove that p I- ¢(&). Suppose not, then we can fix an r < p
such that r IF —¢(&). Since D is a mazimal antichain, we can fix ¢ € D such
that g||r. But now if we take s < ¢, r, we have s I ¢(), since it is below ¢, and

s IF =p(%), since it is below r. Contradiction, so p IF ¢(&). O

Question: Given cardinals x < A in M, can we find a generic G (for some P)
such that M[G] E A = kT.

First, observe that in order to find such a generic, then (A must be regular)™. If
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f:a— Acofinal, a < A, f € M. Then f € M[G], so cfME(N) < fM () <
|a|MIGT < X. However, this is the only restriction.

Theorem 17.20. Let (r be regular)™, (6 > k), (6 is a cardinal)™. Let (A =
§H)YM. Let G be Fn,(k,d)-generic over M. Then in M[G]:

e |0] = k.
e Fvery cardinal o < k in M remains a cardinal.

o If6<" =0, then every cardinal o such that o > 6 in M remains a cardinal

in M[G].
In particular, if 6<% = ¢, then M[G]E X = K™ .

Proof. UG : k — 0 is a surjection, so |delta| = |k|. So there are no cardinals
between § and .

Since k is regular, Fn,(k,0) is < k-closed, so every cardinal a < k is pre-
served.

And finally, if 6<% = §, then |Fn,(k,d8)] = 6. So Fnk(k,d) has the §T-cc.
(i.e. A-cc). Thus every cardinal o > ¢ (in particular, \) is preserved. O

The other case is that A is weakly inaccessible. Here we use a forcing callued
the Lévy collapse.

Definition 17.21 (Col(x, < A)). Let A > & be infinite ordinals, and let Col(x, <
A) consist of all functions p such that:

e p is a partial function from sk X A to .
e |dom(p)| < k.
e p(a, ) < B for each («a, B) € dom(p).

And we say g < p iff ¢ extends p as a function

Theorem 17.22. Let k be regular, and suppose A > K is weakly inaccessible.
Let G be Col(k, < A)-generic over M. Then in M[G]:

e FEvery ordinal B with k < 8 < A\ has cardinality .
e Fvery cardinal < k and > X\ remains a cardinal.

Hence M[G]E X =kT.
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Proof. For each 8 < A, define Gg : k = B by Gg(o) = G(a, 8). Soif K < B < A,
MI[G] E |B| = |k|]. Next Col(k, < A) is < kappa-closed, so it preserves cardinals
< k. Finally ,| Col(k, < A)| = A, so Col(k, < A) has the A-cc, and preserves
cardinals > XN 0

Remark. ) is weakly compact iff it is inaccessible and satisfies something called
the tree property.

Claim: If G is Col(Rg, < A)-generic, then we have that M[G] E X; has the tree property.

Remark. This shows that A being a limit cardinal is not absolute between
transitive models M and N, even if X being a cardinal is!

The final question we want to address in this course is: Is the following consis-
tent:
ZFC+Vn € w. 2% =Ry, 3.

Remark. We have the consistency of ZFC 4+ Vn < k.28 = 282n43 for any
k € w, because we can do arbitrarily finite forcing, but we can’t yet do infinite
forcings.

The answer to this question (spoiler) is yes! We use Easton’s forcing. Then our
follow-up is: What are the restrictions on the function F' : Card — Card, where
F(R,) = 287

Lecture 24

Theorem 17.23. Let x be regular, \ > k is strongly inaccessible, G a Col(x, <
A)-generic. Then M|G]E X = k™.

Remark. Suppose A were weakly inaccessible, and 280 > \, then Col(R;, < \)
has an antichain of length 2%°.

Proof. For A C w, define p4 : {w} X [w,w + w) by:

(0w +n) = 0, neA
pala, “\L nea
Then if A # B, then py 1 pp. From last time, we know that all cardinals  with
Kk < & < X are collapsed. We need to prove that A is a cardinal, which follows
from the A-cc. Given p € Col(k, < A), let (p) = {B : Ja. (o, B) € dom(p)}. So

4 Actually, we only have AT-cc right now, but there is an argument which shows it preserves
cardinals > A.
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‘p)| < .
Let W be an antichain. Consider chains (4, |a < k) and (W, |a < k) such
that:
1. fora< B <k, Ay C Ag, W, C Wp.
2. If yis alimit Uy Ay = Ay, UacyWo = W,
3. W = Uy Wa
4. For all a < &, |Aa|, [Wal| < A
Assuming this, by regularity of A, |W| = |Ug<rx Wa| < A.
To find these sets, set Ag, Wy = 0. Assume A, B,. Then for p € Col(k, < \)

with (p) C A,, using the axiom of choice, choose g, € W such that p = ¢, |
(k x(p)) (if it exists).

Then War1 = {g,|'p) € Aa}. And Agir = U{lg)[q € Wa}.
Claim: W = U,<.W,.

The proof of this is the same as the proof in the Fn, (I, J) proof.
Claim: For a < k, [W,],|4a] < A.

We prove this by induction on «.
e The limit cases follow by regularity.

o If [Woy1| < A, then |Aq11] < k- A = A, since it is a union of less than
lambda many things each of size less than x.

o If |WW,| < A, then since every ¢ that is added to W, is chosen from some
p € Col(k, < \) with (p) C A,. So [Way1| < |Aa|<". Since ) is strongly
inaccessible, this must be less than .

O

Corollary 17.24. If Con(ZFC + Hinacc. cardinal.), then Con(ZFC +
NY is inaccessible in L).

Proof. If we start with V' = L, and let G be Col(wz, < A)-generic. Then M[G]| E
A =Ry, so M[G] F (A is inacc.). O

Remark. If V F ZFC + k is measurable, then R} is inaccessible in L.
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17.3 Product Forcing

Definition 17.25 (Product Order). Suppose we have two forcing notions (P, <p
), and (Q, <g), then we can define the product order: < on P x Q, by

(P1,q1) < (P2, qe2) iff p1 <p p2 and ¢1 <g @2

Definition 17.26 (Projections). Given a P x Q-generic filter, G, over M. Let
Go={peP|3qgeQ.(p,q) € G}, and G; = {qg € Q|TIp € P.(p,q) € G}. These
are called the projections of G.

Lemma 17.27. Suppose M is a transitive model of ZFC, and P,Q € M. Let
G CPand HC Q. Then TFAE:

1. G x H is P x Q-generic over M.
2. G is P-generic over M, and H is Q-generic over MIG].

3. H is Q-generic over M, and G is P-generic over M[H].
Moreover, if (i) holds, then M[G x H| = M|G][H] = M[H][G].

Proof. The first part is on example sheet 4. The idea is to prove first that they
are filters, and then prove genericity, for both (i) implies (ii) and (ii) implies (i).
To prove the last claim:

Recall the last part of the Generic Model Theorem which said that if M is
transitive, M EZF, P ¢ M, G CP, 1 € G. Then if N is a transitive model of
ZF, M C N is a definable class in A/, then M[G] C V.

Since M C M[G][H], and G x H € M[G|[H|. Then M[G x H] C M[G][H].

For the other direction, G € M[G x H|, and M C MG x H], so M[G] C
MG x H], and then since also H € M[G x H|, M[G][H] C M[G x H]. O

18 Easton Forcing

** Proof Non-examinable **.

Return to the model of 2% = W3 and 2%t = N;. We started with M E
ZFC + GCH, Fn(ws x w, 2)™, Gy generic over this. And Fn,,, (w5 x wy, 2)MICol,
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Then M[Gy][G1] F CH. So we did it the other way around:

We took Py = Fn,, (ws X w,2)™, and had Gy generic over that. Then we
took P; = Fn(ws x w,2)™% and had G; generic over that. Then M[G][G1]
gives us the model we want.

However, P is < wy closed, so it doesn’t add new sequences of length w. Thus
P, = FnM the smaller forcing isn’t changed in M[Go]. So we can define

w3 Xw,2

the forcing Py x Py over M, and Gy x G is Py x P1-generic over M.
This leads to an obvious candidate for 28» = Nop 3
P= H Fn,, (wan+s X wn,2).
nw

It turns out that this works.

Theorem 18.1 (Easton (Set version)). Let M be a countable transitive model of
ZFC+GCH. Let S be a set of reqular cardinals in M, and let F' : S — Card "M
be a function in M such that for all kK < X in S, the following hold:

(i) F(k) > k. (restriction comes from Cantor)
(ii) F(k) < F(\). (restriction comes from montonicity)
(i) cf(F(k)) > k. (restriction comes from Kinig)

Then there is a generic extension M[G] of M such that M and M|G] have the
same cardinals, and for all kK € S, M E 2% = F (k).

Remark. This can be generalised by a virtually identical proof to the class of
regular cardinals. This, however, needs a “class-forcing”, so IP needs to be a
proper class. The big issue with class forcings is that when P is a proper class,
it is nontrivial to show M[G] E ZFC, and in fact it sometimes does not model
ZFC. For example Fn(Ord xw,?2) makes 2% a proper class. Or Fn(w, Ord)
which adds a surjection from w to Ord.

In fact, IF may not be defined.
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